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28

29 Abstract

30 Here, I create a dataset of fronts in mid- and high latitudes by applying an objective 

31 front detection method to the JRA-55 reanalysis and try climate classification based on 

32 dynamic climatology from temperate to polar regions. Additionally, I describe the interannual 

33 variations and long-term trends in the frontal zone. The unique feature of this study lies in 

34 the methods used for frontal data creation. This includes the addition of the geopotential 

35 height condition at 500-hPa to the conventional thermal-based objective method with 

36 equivalent potential temperature, as well as the incorporation of latitude-dependent 

37 parameters. The former increased the similarity between fronts created by the objective 

38 method and manually counted fronts on surface weather maps, while the latter enabled an 

39 examination of climate classification based on dynamic climatology by increasing the frontal 

40 frequency at high latitudes. The areas where climatic zones can be clearly defined are 

41 limited to the east of the great mountains in the mid-latitudes and the region where the 

42 Siberia-Canada Arctic frontal zone exists due to the obscuration or unclear seasonal 

43 movement of the frontal zones in other areas. The interannual variability in frontal zones is 

44 generally consistent with the characteristics of the regional climate variability associated with 

45 the El Niño Southern Oscillation, Pacific Decadal Oscillation, and Arctic Oscillation, as 

46 reported by previous studies. This study also reveals significant trends in some frontal zones 

47 since 1979, such as the northward shift in the eastern part of the North Pacific polar frontal 
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48 zone during boreal autumn and winter and the decreasing frontal frequency on the northern 

49 coast of Norway in the European Arctic frontal zone from boreal winter to summer, as well 

50 as around the Beaufort Sea in the Siberia-Canada Arctic frontal zone in boreal summer.

51 Keywords: frontal zone; objective front detection method; climate classification; climate 

52 variability; global scale

53

54 1. Introduction

55 Frontal zones are recognised as areas where fronts are frequently depicted on daily 

56 surface weather maps. They climatologically correspond to the boundaries of air masses 

57 with different characteristics. Yazawa (1989) summarised, in detail, early climatological 

58 studies of frontal zones. Bergeron (1930) first created a conceptual model of climatological 

59 frontal zones and air masses, considering the zone with frequent fronts as a frontal zone. 

60 This study is highly regarded as an attempt to understand the climate through atmospheric 

61 circulation dynamics. The locations of global major frontal zones have been identified based 

62 on the average atmospheric pressure or air stream on the surface (Petterssen 1940; Willett 

63 1944; Chromow 1950), as well as the aggregation of fronts on surface weather maps (Reed 

64 1960; Yoshimura 1967). Three global climatological frontal zones have been recognised 

65 from these results from the low to high latitudes: the inter-tropical convergence (ITCZ), polar 

66 frontal, and Arctic frontal zones. Furthermore, other individual features have been identified, 

67 e.g., some branches on the continent including the Eurasian polar frontal zone and the 
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68 obscurity of the Siberia-Canada Arctic frontal zone (SCAF) in boreal winter.

69 Alisov (1936) proposed the idea that global climatic zones can be classified based on 

70 seasonal meridional variations in main frontal zones and the air masses and created the 

71 world climatic division map (Alissow 1954). The results have been criticised in some 

72 respects, i.e., climatic characteristics of each climatic zone, such as temperature and 

73 precipitation, are not shown and the expression of the difference between continents and 

74 oceans needs criteria from another perspective. However, the structure of the global climatic 

75 zones in that study was highly regarded for its theoretical clarity.

76 Thus, frontal zones have been considered a straightforward concept for describing the 

77 state of the climate, and the importance of understanding their status and variability has 

78 been acknowledged. However, the frontal zones identified in these earlier studies contained 

79 data quality problems because they were drawn based on lower temporal and spatial 

80 resolution ground observation data and insufficient high-level observation networks. 

81 Moreover, the objectivity of the data of frontal zones itself remains questionable: the 

82 definitions of frontal zones were vague and quantitative criteria were not established. The 

83 accuracy of Alisov's climatic divisions (Alisov 1936; Alissow 1954) also remains 

84 questionable owing to issues such as data quality, objectivity, homogeneity, and unclear 

85 criteria for determining the location of the frontal zone. Recently, however, there has been 

86 development in research on methodologies to identify fronts using an objective approach, 

87 as will be discussed in subsequent paragraphs. The quality of the data for identifying fronts 
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88 has also improved significantly since the late 1970s as compared to that from the mid-1900s. 

89 This is largely due to developing objective reanalysis data from assimilated satellite 

90 information. Therefore, it is of great climatological interest whether the climate classification 

91 proposed by Alissow (1954) can be conducted based on recent objective frontal data, and 

92 if so, how it can be expressed on global maps. The purpose of this study is to approach this 

93 issue by performing climate classification based on the annual movement of frontal zones 

94 in the mid- and high latitudes created by an objective front detection method.

95 Then, what objective method for creating frontal data should be selected to implement 

96 climate classification based on frontal zone behaviour? Hewson (1998) summarises several 

97 early studies on objective front detection methods. The work of Renard and Clarke (1965) 

98 is representative of early studies that examined objective methods for creating frontal data. 

99 This study used the thermal parameter , such as temperature and various potential 𝜏

100 temperatures and calculated the second derivative of  as defined by𝜏

101  ,𝑇𝐹𝑃(𝜏) = - ∇|∇𝜏| ∙ ∇𝜏
|∇𝜏|

102 referred to as the thermal front parameter (TFP). We considered the front to locate the grid 

103 with a maximum value. The location of the maximum TFP is the warm side of the abrupt 

104 temperature decline, i.e., the edge of the warm air mass in the baroclinic zone, which 

105 corresponds to the frontal location on the surface. Clarke and Renard (1966) further 

106 attempted to improve the method to define the frontal location and introduce a thermal front 

107 locator (TFL) where the derivative of the TFP is zero.
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108 Hewson (1998) verified various methods using the TFP proposed by previous works 

109 (e.g., Huber-Pock and Kress 1981; Japan Meteorological Agency (JMA) 1988) and 

110 developed systematised frontal identification method: fronts are positioned by locating 

111 variables, which are third-order derivatives of , followed by excluding fronts below the 𝜏

112 thresholds of the masking variables, i.e., TFP( ) and . Although this method provides 𝜏 |∇𝜏|

113 specific threshold values for  at 900- and 600-hPa, the analyst selects the parameter 𝜏

114 settings for , such as physical quantity, pressure level, and each of the thresholds 𝜏

115 according to the region and data. In subsequent studies (e.g., Jenkner et al. 2010; Berry et 

116 al. 2011; Schemm et al. 2015; Parfitt et al. 2017), physical quantities θe (equivalent potential 

117 temperature) and θw (wet-bulb potential temperature), which include moisture information 

118 and imply rough equivalence (Bindon 1940; Berry et al. 2011; Thomas and Schultz 2019), 

119 and 925- and 850-hPa pressure levels are often selected because they are consistent with 

120 the results of the manual frontal analysis. For the characteristics of the TFP(θe) distribution 

121 and frontal frequencies created using TFP(θe), Thomas and Shultz (2019) and Lagerquist 

122 et al. (2019) showed that frontal frequencies are higher at low latitudes and lower at high 

123 latitudes on global maps. Additionally, Schemm et al. (2015) pointed out the disadvantage 

124 of θe fronts, i.e., many quasi-stationary fronts appear in coastal and highland areas with a 

125 strong influence from moisture gradients.

126 In contrast, Simmonds et al. (2012) proposed an approach for detecting fronts based 

127 on temporal changes in the 10 m wind (hereinafter, "wind-based method"), which is different 
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128 from the conventional method using temperature parameters (hereinafter, "thermal-based 

129 method"). Schemm et al. (2015) evaluated both methods based on comparing both 

130 characteristics over the globe and identified the following characteristics: The wind-based 

131 method can identify fronts even in weak baroclinic cases, but it tends to only identify cold 

132 fronts, whereas the thermal-based method (note that the front is set at the position where 

133 the TFP is zero) can identify long fronts with a larger zonal component, but it tends to identify 

134 many quasi-stationary fronts, as previously mentioned. Recently, Bitsa et al. (2021) 

135 presented a scheme for frontal identification using both wind- and thermal-based methods. 

136 They accurately identified cold fronts with small spatial and temporal scales over the 

137 Mediterranean.

138 The significant developments in frontal identification methods focusing on wind- and 

139 thermal-based methods and objective reanalysis data (source for frontal identification) will 

140 allow for a more widely accepted unified expression of the frontal zone. However, the frontal 

141 identification method is still under development and requires further examination, especially 

142 with respect to drawing global frontal zones, which is necessary for Alisov's climate 

143 classification. For example, compared to global distribution maps of frontal frequencies 

144 created by compiling fronts on weather maps (e.g., Yoshimura 1967; Matsumoto 1983), 

145 fronts created by the thermal-based method using θe as a thermal parameter are 

146 characterised by low frontal frequencies in the polar region (e.g., Berry et al. 2011; Schemm 

147 et al. 2015). Although Serreze et al. (2001) identified fronts in polar regions using 850-hPa 
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148 temperature as a thermal parameter, thermal parameters without moisture information are 

149 not appropriate for global frontal identification (e.g., Thomas and Shultz 2019). The global 

150 distribution maps of frontal zones created by the wind-based method (Schemm et al. 2015; 

151 Rudeva and Simmonds 2015) have the same low frequencies in the polar region. They also 

152 have a very low frontal frequency during Northern Hemisphere (NH) summer compared to 

153 that in winter almost anywhere in the NH. Furthermore, they cannot clearly identify the 

154 Baiu/Meiyu frontal zone, which is characterised by large moisture and small temperature 

155 gradients, with an expected high frequency around East Asia.

156 Evaluating the accuracy of objective fronts is difficult because it first involves the 

157 question of "What is a front actually?". Sanders and Doswell (1995) and Sanders (1999) 

158 pointed out two major problems with fronts drawn on weather maps in forecast work: a lack 

159 of agreement among the analysts on detecting frontal existence and position and a lack of 

160 coincidence between fronts and the surface temperature field. They then argue for a 

161 definition of fronts that corresponds to the mechanism of the phenomenon and the need for 

162 a detailed analysis of the surface temperature distribution. The evaluation of objective fronts 

163 should be based on physical processes naturally, but this is not easily achieved at the 

164 present stage. While recognising this problem, this study aims to create objective frontal 

165 data that closely resembles fronts on surface weather maps and frontal zones on climate 

166 maps as a fundamental guideline to achieve the goal of climate classification. Thus, the 

167 study established various thresholds of masking variables for creating frontal data that 
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168 matches manually counted frontal data, as in many previous studies.

169 Based on the various objective front detection methods from previous studies, this 

170 study selected a slightly modified thermal-based method using θe as a thermal parameter 

171 (described below), rather than a wind-based method to create the frontal data. The idea of 

172 merging thermal- and wind-based methods, as proposed by Bitsa et al. (2021), is still in 

173 development and has not been validated, except in the Mediterranean. If we consider 

174 whether the thermal- or wind-based method is better for climate classification using frontal 

175 zone based on the frontal frequency distribution in Schemm et al. (2015), a thermal-based 

176 method appears to more clearly identify frontal zones in the mid-latitudes (including the 

177 Baiu/Meiyu frontal zone) with zonal extension. In Takahashi (2013), a method was studied 

178 for creating objective frontal data around Japan from NCEP/NCAR (National Centers for 

179 Environmental Prediction and the National Center for Atmospheric Research) Reanalysis-1 

180 (Kalnay et al. 1996) using the thermal-based method for θ (potential temperature) and θe 

181 at 850-hPa. Therefore, the creation method of frontal data using JRA-55 (Japanese 55-year 

182 Reanalysis) in this study is positioned as an improved version of the method in Takahashi 

183 (2013), incorporating the results of trial and error when applying its method to the 

184 identification of the frontal zone of the world.

185 First, I created frontal data around Japan following the method reported by Hewson 

186 (1998); however, I used θe at 850-hPa as a thermal parameter (θe at 850-hPa is often used 

187 for daily frontal analysis at the JMA and in research for detecting objective fronts). 
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188 Additionally, although previous studies have set masking variables based on a single 

189 thermal parameter, this study attempted to incorporate the geopotential height at 500-hPa 

190 as masking variables by referring to the JMA frontal analysis. When drawing fronts on 

191 surface weather maps, the JMA referred to the maximum axis of the TFPs of the temperature 

192 thickness between 500- and 850-hPa (JMA 1988). It now refers to TFPs (θe) at 925- and 

193 950-hPa, as well as an isotach at 300-hPa and geopotential height at 500-hPa, to observe 

194 how they correspond with the jet axis and upper trough (JMA 2018). Information on the jet 

195 axis at 300-hPa was not considered in this study because the spatial distance between the 

196 jet axis and front makes it difficult to establish the criteria. Second, I created global frontal 

197 data by incorporating a latitude-dependent parameter that lowers the thresholds of the 

198 TFP( θ e) and | ∇ θ e| at high latitudes. The introduction of this parameter is intended to 

199 compensate for the disadvantage of the θe fronts: the frontal frequency tends to be low at 

200 high latitudes. I then analysed our frontal data and conducted climate classification in the 

201 mid- and high latitudes based on the annual movement of the polar and Arctic/Antarctic 

202 frontal zones. Specifically, climate classification was conducted by referring to the mean 

203 position of the frontal zones in January and February or in July and August, as in Alissow 

204 (1954).

205 As an additional survey, this study also investigated the interannual variability and 

206 long-term trends of global frontal zones. While some objective methods for creating frontal 

207 data have been developed as mentioned above, few studies have focused on interannual 
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208 variations and long-term trends in global frontal zones, except for the study by Rudeva and 

209 Simmonds (2015), which has examined the characteristics of frontal zone variability using a 

210 wind-based method. It is important to confirm these characteristics, such as the northward 

211 trend of frontal activity over the north Pacific in NH winter, from other frontal data, such as 

212 that in this study, to enhance the credibility of the trends.

213 In this study, various parameters were set based on statistical comparisons of 

214 distribution patterns to obtain a high similarity with manually counted fronts on surface 

215 weather maps. Through this process, we explore the possibility of climate classification via 

216 thermal-based methods. Although the numerical values of the parameters set in this manner 

217 are not physically meaningful, they can serve as a resource for considering the values of 

218 physical parameters in future studies.

219

220 2. Data and Methods

221 2.1 Specific procedure for creating a dataset of fronts

222 This study used the JRA-55 to create a dataset of fronts. JRA-55 is publicly available 

223 at the JMA and has 6-hourly 1.25º latitude-longitude grid data since 1958 using an advanced 

224 data assimilation scheme (Kobayashi et al. 2015). The choice of the objective reanalysis 

225 product as a source of frontal data is important, especially since the spatial resolution is 

226 related to the threshold values of various parameters (e.g., Hewson 1998; Schemm et al. 

227 2015). The highest spatiotemporal resolution global objective reanalysis data is currently 
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228 ERA5 created by the ECMWF (European Centre for Medium-Range Weather Forecasts). 

229 ERA5 used an ensemble data assimilation method to achieve hourly 0.25º grid data since 

230 1959 (Hersbach et al. 2020). This study used JRA-55 instead of ERA5 because I had already 

231 obtained the data, prepared for analysis, and performed preliminary research for the 

232 parameter settings. JRA-55 has a slightly lower spatial resolution than ERA5, but this is not 

233 an issue because JRA-55 has a sufficient spatial resolution to draw synoptic-scale fronts. In 

234 other words, even the 1.25 º grid data of JRA-55 has difficulties managing local fronts; 

235 however, applying a 3x3 spatial averaging filter resulted in smoother fronts and a better 

236 similarity to the manually counted fronts on surface weather maps, as will be described later. 

237 However, JRA-55 has issues with respect to humidity accuracy, such that future studies 

238 require updated reanalysis data. The detailed procedure for creating frontal data is as 

239 follows.

240 1) The θe at 850-hPa was calculated using the formulas with relative humidity and 

241 temperature reported by Bolton (1980), and then spatially averaged on 3 × 3 grids. 

242 According to a preliminary case study, this spatial averaging filter should be applied to obtain 

243 a continuous front. The frequency of quasi-stationary fronts, which often appear in the θe 

244 fronts (e.g., Berry et al. 2011; Schemm et al. 2015), was also partially suppressed by 

245 applying this spatial filter. TFP (θe) and |∇θe| were derived for each grid based on the 

246 spatially averaged θe. While some studies (e.g., Schemm et al. 2015) have focused on grids 

247 with TFP = 0 using high-resolution data to determine the presence of the front, this study 
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248 focused on grids with "a gradient of TFP" = 0 to set the threshold, which has been used in 

249 many studies. We note that in the preliminary case analysis, correspondence with weather 

250 map fronts around Japan was better when using "a gradient of TFP" = 0.

251 2) The zonal and meridional inclinations in the geopotential height at 500-hPa 

252 without applying a spatial average filter (hereinafter, δZ500-ew and δZ500-sn, respectively) 

253 were also incorporated as masking variables to determine the presence of a front. δZ500-

254 ew and δZ500-sn are defined as the difference between the values of the adjacent grids to 

255 the east and west and the south and north of the grid of interest. Conditions for δZ500-ew 

256 and δZ500-sn values considered the characteristics of a surface front on the east side of 

257 the upper trough and that in the baroclinic zone, respectively. However, since the direction 

258 of the trough axis at high latitudes is often more north-south than that at mid-latitudes and 

259 inappropriate to apply thresholds of δZ500-ew and δZ500-sn, the threshold values of δZ500-

260 ew and δZ500-sn were established only in the region above 5,700 gpm (low latitude side).

261 3) After approximately estimating the threshold values in the case study analysis, 

262 multiple datasets of fronts were prepared by changing the threshold values of the TFP (θe), 

263 |∇θe|, δZ500-ew, and δZ500-sn by 0.01 K/(100 km)2, 0.01 K/100 km, 1 gpm/100 km, and 1 

264 gpm/100 km increments around its each estimated value, respectively. The position of the 

265 front on the weather map in the preliminary case study was used to compare the different 

266 datasets. The following adjustments were made to ensure the continuity of synoptic-scale 

267 fronts: First, to maintain the continuity of the front, if a front extends in an approximate west-
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268 east (including northeast-southwest and southwest-northeast) direction with a one-grid 

269 break, the gap is connected. Second, fronts with lengths of less than 800 km were deleted 

270 to eliminate localised fronts. The length of the front was estimated by calculating the length 

271 of the diagonal of the rectangle in the area containing the continuous front. Third, to smooth 

272 the lines of possibly jagged fronts, the frontal position was shifted within one grid to smooth 

273 them out.

274 4) Each of these datasets of objective fronts was compared with the dataset of 

275 manually counted fronts compiled from the frontal analysis of JMA weather maps 

276 (hereinafter, F2009, created in Takahashi (2009)) and evaluated using the Jaccard index 

277 (hereinafter, JI) (Jaccard 1912), which measures similarity, as in the method of Takahashi 

278 (2013). Frontal data for F2009 were obtained by manually reading the position of the fronts 

279 from weather maps from April to November from 1979 to 2007, every 12 h at 10° longitude 

280 and 1° latitude. The JI was the value obtained from the intersection divided by the union of 

281 two datasets, and values close to 1 and 0 indicate high and low similarity, respectively. The 

282 JI was calculated for 10 years, from 1998 to 2007, in the region of 120–160°E and 25–40°N 

283 around Japan. If the frontal positions of the two datasets were within 5° of each other in the 

284 north-south direction, they were calculated as co-occurring. The advantage of the dataset 

285 of fronts obtained in this manner can be realised based on a comparison with the maximum 

286 JI of several datasets of fronts created under other conditions, i.e., fronts created with some 

287 conditions omitted and fronts created using NCEP/NCAR Reanalysis-1 with the method 
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288 proposed by Takahashi (2013).

289 5) Finally, since detecting fronts using θe as the thermal parameter at high latitudes 

290 is difficult, I introduce the latitude-dependent parameter that relaxes the threshold values of 

291 TFP (θe) and |∇θe| at high latitudes when creating global frontal data. Referring to the 

292 definition of a bomb cyclone using a change in surface pressure standardised to 60° 

293 (Sanders and Gyakum 1980), the threshold values of the TFP (θe) and | ∇ θe| were 

294 standardised to 30° only for latitudes > 30°, indicating that each threshold value at each 

295 latitude (φ) was divided by sinφ/sin30° (φ > 30°).

296 2.2 Method of analysis using global frontal data

297 The method for climate classification based on frontal zones was identical to that of 

298 Alisov's climate classification (Alissow 1954). Using data on monthly climatology averages 

299 from 1979 to 2020, the position of the northern/southern edge of the frontal zone (defined in 

300 two ways focusing on areas above a frontal frequency of 5%, described later) in January 

301 and February and in July and August, was examined in each meridian. Climate classification 

302 was conducted based on the movement of the frontal zone position obtained in this manner; 

303 the results were superimposed and compared with those presented by Alissow (1954).

304 The interannual variabilities in the frontal zone on the global map were also analysed 

305 in correlation with the El Niño Southern Oscillation (ENSO), Pacific Decadal Oscillation 

306 (PDO), and Arctic Oscillation (AO), which have significant impacts on global climate 

307 variability. The indices representing each variation—the Niño-3 sea surface temperature 
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308 (SST), PDO, and AO indices—were obtained from the NOAA CPC (Climate Prediction 

309 Center) website. Long-term trends in the distribution of frontal zones were evaluated using 

310 the Mann-Kendall test (Kendall 1975) derived from the 42-year frontal data from 1979 to 

311 2020. The variation characteristics in the frontal zone revealed in this study were compared 

312 with the results reported by Rudeva and Simmonds (2015).

313

314 3. Global Distribution of Frontal Zones

315 3.1 Effects of incorporating geopotential height at 500-hPa on frontal analysis

316 An example on 00Z 16 September 2007 was used to show how the newly added 

317 conditions related to the geopotential height at 500-hPa affect the detection of objective 

318 fronts. Here, I performed a case study in which the effects of both the δZ500-ew and δ

319 Z500-sn indicators were observed. Frontal detection is often difficult in situations with 

320 adjacent typhoons because many local fronts are detected by locally enhanced moisture 

321 gradients. Matsuoka et al. (2019) attempted to detect stationary fronts using deep learning. 

322 They pointed out that the accuracy of frontal detection decreases in case of an approaching 

323 typhoon. Figure 1a shows a small weather map around Japan quoted from the JMA while 

324 Fig. 1b shows the distribution of objective fronts at the same time created using the method 

325 described in Section 2. In Fig. 1b, the objective fronts created by the three different methods 

326 are plotted. The red circles indicate the grids (frontal position) that satisfied the conditions 

327 for four masking variables: |∇θe| > 0.55 (K/100 km), TFP(θe) > 0.91 (K/(100 km)2), δZ500-
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328 ew > −6 (gpm/100 km), and δZ500-sn > 3 (gpm/100 km) (hereinafter, F2022). The orange 

329 and magenta circles mean the same as F2022, except for the removal of the δZ500-sn or 

330 δZ500-ew conditions (hereinafter, F2022b1 and F2022b2, respectively). Fig. 1b also shows 

331 the contours of θe at 850-hPa and geopotential height at 500-hPa.

332 A comparison of Figs. 1a and 1b reveals that the front under the F2022 conditions 

333 in Fig. 1b was the most similar of the three objective fronts to the front on the weather map 

334 shown in Fig. 1a. In this case, the typhoon was located at 32°N, 127°E. Under the F2022b1 

335 conditions, fronts were observed on the southwest and northeast sides of the typhoon while 

336 they were not observed on the JMA surface weather map or in the F2022 conditions 

337 considering the north-south pressure gradient by adding the δZ500-sn condition. In contrast, 

338 the F2022b2 conditions analysed fronts on the west side of the trough extending south-

339 westward from 55°N and 150°E at 500-hPa, which were not shown on the JMA surface 

340 weather map or in the F2022 conditions considering the east-west location of the trough via 

341 the addition of the δZ500-ew condition. As in this case, extra depicted fronts were removed 

342 by incorporating the δZ500-sn and δZ500-ew conditions, resulting in a higher similarity 

343 between the objective and weather map fronts.

344 Table 1 lists the maximum JI calculated between the dataset of F2009 and several 

345 datasets of objective fronts created under different reanalysis data and conditions. Table 1 

346 also lists the thresholds for the thermal parameters and geopotential height for each dataset 

347 at a maximum JI. The first two capital letters of the dataset name indicate the name of the 
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348 reanalysis data, where "NR" represents NCEP/NCAR Reanalysis-1 and "JR" represents 

349 JRA-55 reanalysis. For lower-case letters, "p" and "e" indicate that θ and θe were used as 

350 thermal parameters, "s" indicates that the spatial filters of the average of nine grids were 

351 adopted for thermal parameters in advance, and "g" indicates that data for the geopotential 

352 height at 500-hPa were used as additional conditions.

353 A comparison between JR-p and JR-e showed that the maximum JI of JR-e was 

354 higher than that of JR-p, which indicates that θe was more competent than θ as a thermal 

355 variable for detecting frontal zones, as shown in previous studies (Hewson, 1998; Jenkner 

356 et al. 2010; Schemm et al. 2015). Furthermore, a comparison of JR-e, NR-e, and JR-es, i.e., 

357 the spatial resolution and necessity for spatial filtering, showed that JR-es had the highest 

358 maximum JI of 0.537, whereas JR-e had a lower maximum JI than NR-e with a low resolution. 

359 This implies that, for high-resolution reanalysis data, the application of spatial filters should 

360 be considered prior to the calculation of parameters. In conclusion, JR-esg, which adds the 

361 500-hPa geopotential height condition to JR-es, has the highest similarity of 0.587. In other 

362 words, the addition of the conditions for the geopotential heights, δZ500-ew and δZ500-sn, 

363 was effective in creating objective fronts similar to fronts around Japan on the weather map.

364

365 3.2 Effects of incorporating latitude-dependent parameters on global frontal data

366 Figure 2a shows the distribution of the annual mean frontal frequency calculated 

367 using the JR-esg averaged over the 42 years from 1979 to 2020. From Fig. 2a, the polar 
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368 frontal zones in the mid-latitude ocean (North and South Pacific and South and North 

369 Atlantic) could be detected as areas with a distinct high frontal frequency ≥4%. In contrast, 

370 although a simple comparison cannot be made owing to the different methods used to 

371 calculate frontal frequencies, the frontal frequencies in high latitude areas in Fig. 2a are 

372 significantly smaller overall than those shown in the maps of frontal frequencies presented 

373 by Yoshimura (1967) and Matsumoto (1983), which were calculated by manually counted 

374 fronts from weather maps. Previous studies using objective methods with temperature or θ 

375 at 850-hPa as the thermal parameter (not including moisture information) have also distinctly 

376 detected the Arctic fronts (Serreze et al. 2001; Renard and Clarke 1965). Berry et al. (2011), 

377 Thomas and Schultz (2019), and Lagerquist et al. (2019) also showed that the frontal 

378 frequency obtained using θe (or θw) was smaller at higher latitudes; therefore, applying the 

379 same conditions as those in the mid-latitudes when detecting fronts at high latitudes using 

380 θe does not appear appropriate.

381 In contrast, Fig. 2b shows the distribution of the annual mean frontal frequency for 

382 the same period as that in Fig. 2a, obtained by incorporating the latitude-dependent 

383 parameter discussed in Section 2. Fig. 2b shows that the Arctic/Antarctic frontal zones in 

384 the high latitudes were detected as clearly as the polar frontal zones in the mid-latitudes, in 

385 comparison with Fig. 2a. We could not determine whether the parameters incorporated in 

386 this study were the most appropriate. However, at least a relaxation of conditions by the 

387 latitude-dependent parameters for frontal detection appeared to allow for the identification 
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388 of the front zones at high latitudes even when using θe or θw.

389

390 4. Seasonal Transition of Global Frontal Zone and Trial of Climate Classification 

391 based on Dynamic Climatology

392 4.1 Mean seasonal transition of the global frontal zone

393 Figure 3 shows the three-month mean transition in the frontal frequency. Here, 

394 localised areas of quasi-stationary high frontal frequency occur at the boundaries of the land 

395 and sea, as well as in mountainous areas, especially above 1500 m (grey areas, 850-hPa 

396 in standard atmosphere), as indicated in Schemm et al. (2015). However, as this study 

397 focuses on the migrating frontal zone associated with the seasonal progression of the global 

398 atmospheric circulation, such as the polar and arctic frontal zones, we did not consider such 

399 quasi-stationary fronts associated with orographic features for discussion.

400 The overall characteristics of the frontal frequency distribution around the mid-

401 latitudes were similar to those presented in previous studies using objective fronts created 

402 by the thermal-based method using θ e (or θ w) (Berry et al. 2011; Schemm et al. 2015; 

403 Thomas and Schultz 2019). Focusing on the NH, for instance, the North Pacific polar frontal 

404 zones (NPPF) and North Atlantic polar frontal zones (NAPF) were clearly observed in the 

405 mid-latitudes as regions with frontal frequencies of ≥ 4% throughout the year, which also 

406 appeared in the annual mean in Fig. 2b. These polar frontal zones have a distinct seasonal 

407 migration in the time-latitude profiles around these areas (not shown), with a gradual shift to 
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408 higher latitudes during the warm season and lower latitudes during the cold season. Fig. 3 

409 clearly shows the frontal zones around East Asia, which were not clearly identified by the 

410 wind-based method (Schemm et al. 2015; Rudeva and Simmonds 2015).

411 As for the frontal zones at high latitudes, in northern Europe around 65°N–75°N and 

412 30°W–60°E, high-frequency areas corresponding to the European Arctic frontal zone were 

413 observed throughout the year, but the seasonal migration of the high frontal frequency areas 

414 was not large. On the other hand, a large seasonal difference was found in the region from 

415 Eurasia to Canada, where a distinct frontal zone (SCAF) was observed in boreal summer 

416 but not in winter; this corresponds to the characteristic reported by Reed (1960) and 

417 Yoshimura (1967).

418 For the Southern Hemisphere (SH), three distinct and long-lined frontal zones were 

419 observed, i.e., the South Pacific Convergence Zone (SPCZ), the frontal zone extending in 

420 an east-southeast direction from east of the Andes Mountains (called the South Atlantic 

421 Convergence Zone; SACZ), and the frontal zone across the Southern Ocean from the south 

422 of Africa to the south of New Zealand. The latter two frontal zones appear connected in SH 

423 autumn and winter (Figs. 3a and 3b). The convergence zones of the SPCZ and SACZ in the 

424 subtropical region are known to have the characteristics of the subtropical frontal zone with 

425 a large vapour gradient like that of Baiu/Meiyu frontal zone (Kodama 1992).

426 Based on the comparison between the SH winter (Fig. 3b) and SH summer (Fig. 3d) 

427 and the time-latitude profile of SH frontal frequency (not shown), SH frontal frequencies were 
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428 generally higher in SH summer than in SH winter. Distinct northward-southward migration 

429 with seasonal progression was observed in the SACZ around the region east of the Andes 

430 Mountains. However, the east part of this frontal zone, which continues into the Atlantic 

431 Ocean and the south of African and Australian continents, did not show a large seasonal 

432 migration. The SPCZ can be clearly observed year-round, especially in SH winter. The 

433 SPCZ is generally characterised as being most active during SH summer and inactive during 

434 SH winter, and its formation and maintenance mechanisms are involved by various factors, 

435 such as the diabatic heating from a tropical heat source, forced equatorial Rossby wave, the 

436 influence of subtropical flow, and eddy forcing from the extratropics (e.g., Matthews 2012; 

437 Haffke and Magnusdottir 2013). Vincent (1994) showed that this convergence zone exhibits 

438 different activity characteristics between the tropics on the west side and the subtropics on 

439 the east side. Fig. 3 is considered to represent only the SPCZ characterised by baroclinicity.  

440 Therefore, this seasonal transition of SPCZ in Fig. 3 suggests that baroclinicity may play a 

441 significant role in maintaining the convergence zone in the subtropical region during SH 

442 winter when the SPCZ is relatively inactive. The localised frontal frequency maxima 

443 observed in Fig. 3 in southern South Africa and southern Australia are the frontal zones 

444 known as dry fronts without precipitation (Berry et al. 2011).

445 To summarise the seasonal transition of the distribution of the frontal frequencies 

446 across the globe, three polar frontal zones, NPPF and NAPF in the NH and SACZ in the SH, 

447 were identified with distinct seasonal migration, and all located in the downstream region of 
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448 large mountains. These frontal zones are characterised by a large pole-ward shift in the 

449 eastern area during the cold season compared to that during the warm season, which 

450 indicates the influence of a strong jet in the cold season that causes large bends over the 

451 mountain. This feature, i.e., the distance of the northward-southward migration of these 

452 frontal zones is larger in the east coastal area and smaller in the west coastal area, creates 

453 climatic differences in the magnitude of annual variations in the temperature between the 

454 east and west coasts in mid latitude area.

455

456 4.2 Climate classification based on annual variation in frontal zone

457 Climate classification was implemented according to the annual variation in the 

458 frontal zone. Alisov's climate classification defines climatic zones based on the location of 

459 the frontal zone in July and August when the frontal zone is at its most northerly, and in 

460 January and February when the frontal zone is at its most southerly. The climatic zone IV 

461 called "subtropical zones" corresponds to the area with the southern limit at the location of 

462 January and February and the northern limit at the location of July and August in the polar 

463 frontal zone. The definition of climatic zone VI called "sub-Arctic and sub-Antarctic zones" 

464 are the same as those in climatic zone IV, except for not polar frontal zones but 

465 Arctic/Antarctic frontal zones. Since a mid- to high-latitude frontal zone, including polar 

466 frontal zones and Arctic/Antarctic frontal zones, are identified in Fig. 3, this study attempts 

467 to define climatic zones IV and VI of Alisov's climate divisions using objective frontal data.
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468 Firstly, based on the monthly mean distribution of the frontal frequency for January, 

469 February, July, and August, the northern and southern edges of the frontal zone were 

470 identified. The locations of the northern and southern edges of the frontal zone were 

471 determined in two different manners, focusing on the region where the mean monthly frontal 

472 frequency was more than 5% (this threshold allowed us to distinguish between polar and 

473 Arctic/Antarctic fronts in the monthly mean field). One focused on the region of frontal 

474 frequencies above 5% (Fig. 4a) and the other focused on the maximal axis of frontal 

475 frequencies above 5% (solid line) and 3% (dashed line) (Fig. 4b). The results of our attempt 

476 to define climatic divisions (climatic zones IV and VI only) based on the location of the 

477 northern and southern edges of the frontal zones depicted in Figs. 4a and 4b are shown in 

478 Figs. 4c and 4d, respectively. Figs. 4c and 4d also show the climatic zones of Alissow (1954) 

479 for comparison.

480 As shown in Figs. 4a and 4b, three polar frontal zones (NPPF, NAPF, and SACZ) 

481 with a year-round high frontal frequency and clear northward-southward migration of the 

482 annual variation can define distinct climatic zones. For Alisov's climatic zone IV (the region 

483 between the northern and southern edges of the polar frontal zone, climatic zone 4 in this 

484 study), good correspondence was observed in the three mid-latitude regions of the NPPF, 

485 NAPF, and SCAF, especially in Fig. 4d, as compared to Fig. 4c. These three regions are 

486 located downstream of large mountains, such as the Tibetan Plateau, Rocky Mountains, 

487 and Andes Mountains. In contrast, in the regions from Europe to the Tibetan Plateau, 
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488 although high frontal frequency areas are generally observed north and south of these 

489 mountains (Tibetan Plateau and Caucasus Mountains) during NH summer and winter, 

490 respectively, high frontal frequency areas are not spatially continuous, such that it is difficult 

491 to define climatic zone 4 (Figs. 4c and 4d). In the SH, there are few regions where the annual 

492 meridional migration of the polar frontal zone with seasonal transitions is large (Figs. 4a and 

493 4b). For example, the meridional position of the long stretch of the polar frontal zone across 

494 the Southern Ocean from the south of Africa to the south of New Zealand is almost the same 

495 year-round. Therefore, distinctly identifying climatic zone 4 in most regions is difficult, except 

496 for the SACZ in the SH.

497 The Arctic and Antarctic frontal zones could be easily recognised (Figs. 4a and 4b) 

498 because this study established a latitude-dependent parameter to detect the fronts. However, 

499 the region that could be clearly identified as Alisov's climatic zone VI (the region between 

500 the northern and southern edges of the Arctic frontal zone, climatic zone 6 in this study) was 

501 only found in the region from Siberia to Canada. In this region, the SCAF was distinct during 

502 summer and had a high frontal frequency at the boundary between the Sea of Okhotsk and 

503 land to its north, as well as around the Rocky Mountains during NH winter (Figs. 4a and 4b). 

504 Climatic zone 6 can be defined by the high frontal frequencies that appear in NH summer 

505 and winter, although there was a slight difference or discontinuity compared to Alisov's 

506 classification. In contrast, in the European Arctic frontal zone, which is a year-round high-

507 frequency region, the definition of climatic zone 6 was difficult because the meridional 
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508 location was almost unchanged; this frontal zone was indistinguishable from the NAPF 

509 extending from the Atlantic Ocean. Alisov's climatic zone V (the region between climatic 

510 zones IV and VI) is clearly recognisable around 45–60°N in the northern Pacific, where 

511 climatic zones 4 and 6 are both also clearly recognisable.

512 In the SH, high frontal frequency areas were observed along the Antarctic continent 

513 in both SH winter and summer (Figs. 3b and 3d); a maximal axis of the frontal frequency 

514 with a frequency of less than 5% was observed along 60°S at 120°W–60°E (Fig. 4b). If we 

515 consider this to be the Antarctic front zone during SH winter, it may be possible to identify 

516 climatic zone 6 in the SH, which was not identified in Alissow (1954). However, we were 

517 cautious about the definition of this area as climatic zone 6 because the frontal frequency 

518 and annual meridional migration are unclear.

519 As a result of a trial of climate classification using the behaviour of frontal zones 

520 compiled by objective frontal data in the mid- and high latitudes based on the method of 

521 Alissow, it was difficult to classify the entire globe, because there are regions where the 

522 frontal zones are unclear with small frontal frequencies, or the annual meridional migration 

523 of the frontal zones is unrecognised. In contrast, the three regions, where clear year-round 

524 polar frontal zones of the NPPF, NAPF, and SACZ were observed, allowed for the definition 

525 of climatic zones corresponding to Alisov's climatic zone IV. It was also possible to define 

526 Alisov's climatic zone VI in areas where SCAF was observed. We note that the former three 

527 regions are almost in agreement with the warm and humid climatic zones (Cfa) of Köppen's 
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528 climatic divisions (the latest high-resolution version presented by Beck (2018) and climate 

529 classification created by the aggregation of classification results from the seven most recent 

530 reanalyses published by Hobbi et al. (2022)), except for a relatively small area on the eastern 

531 coasts of Australia and South Africa. Comparing the results of methods that focus on the 

532 area of high frontal frequency and maximal axis of the front frequency, the latter 

533 corresponded better in terms of overlap with Alisov's climatic zones, although both showed 

534 almost the same characteristics.

535

536 5. Interannual Variations and Trends in Distribution of Frontal Frequencies

537 5.1 Interannual variations

538 I focused on ENSO, PDO, and AO, which have a strong influence on the interannual 

539 variability of the global climate, and statistically examined their effects on the frontal 

540 frequency distribution created in this study. Correlations between the frontal frequency and 

541 three-month averages of the Niño-3 SST, PDO, and AO indices were analysed from 1979 

542 to 2020. The frontal frequency were spatially averaged in advance for nine grids, including 

543 the central cell and its neighbours. Figures 5–7 show the results of the correlation analysis 

544 performed for each index and season; positive and negative correlation coefficients with p-

545 values < 0.01 and 0.01 ≤ p-values < 0.05 are represented with red/blue and magenta/cyan 

546 coloured grids, respectively. The reason for presenting the p-values in colour instead of the 

547 correlation coefficients is that plotting the correlation coefficients would render the contours 

Page 27 of 58 For Peer Review



27

548 crowded and difficult to read; the values of the correlation coefficients cannot be evaluated 

549 equivalently for winter and other seasons owing to the different statistical periods. The 

550 results for ENSO and AO were compared with the results of a similar correlation analysis 

551 with the frontal frequency in Rudeva and Simmonds (2015) (but they used global frontal data 

552 created by a wind-based method).

553 ENSO is a coupled atmospheric-oceanic phenomenon with global climate effects. 

554 The Niño-3 SST index, which is used for monitoring and predicting El Niño in JMA, is defined 

555 as the average of SST anomalies over the region 5°N–5°S and 150–90°W. The positive or 

556 negative values of the Niño-3 SST index correspond to situations in which El Niño or La 

557 Niña events occur, respectively. In Fig. 5, statistically significant positive values for the 

558 correlation coefficient are widely distributed not only in the eastern tropical Pacific, where 

559 the Niño-3 SST index was calculated, but also in many areas of the subtropics, including 

560 around the Indian and North Pacific Oceans, throughout the year, especially in NH winter. 

561 In the correlation analysis for ENSO, since the El Niño and La Niña events imply an opposite 

562 relationship, I will refer only to the El Niño event in the following.

563 Focusing on the NPPF in NH summer (Fig. 5b) during El Niño events, we can 

564 observe signals of a southward shift of the frontal zone west of 180°, which correspond to 

565 atmospheric conditions causing cool climates in Japan. In NH winter during El Niño events 

566 (Fig. 5d), increasing signals in the frontal frequency are seen on the north side of the mean 

567 frontal zone west of 180° while the southward signals are shown east of 180° (positive and 
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568 negative values aligned south and north of the high frontal frequency region in that order). 

569 This characteristic in the western part of the NPPF corresponds to warm climates with robust 

570 North Pacific Highs in East Asia. For the NAPF, the most widespread signal appeared in NH 

571 winters (Fig. 5d), which statistically indicates that the frontal zone shifts southward during El 

572 Niño events (positive and negative values aligned south and north of the high frontal 

573 frequency region in that order). For the SACZ, positive values in the high frontal frequency 

574 region can be observed in SH spring and summer (Figs. 5c and 5d), which implies that the 

575 frontal frequency increases during El Niño events in these seasons.

576 These characteristics of the NPPF, NAPF, and SACZ shifts associated with ENSO 

577 events can explain the well-known regional climate characteristics reported by Ropelewski 

578 and Halpert (1987), and Halpert and Ropelewski (1992), i.e., cool in NH summer and warm 

579 in NH winter around Japan, low temperatures with more rainfall during NH winter in the 

580 south-eastern U.S.A, and increased rainfall in SH spring and summer on the southern 

581 Brazilian plateau during El Niño events. Other studies have investigated the relationship 

582 between the SPCZ and ENSO, where the position of the SPCZ is strongly influenced by 

583 ENSO, shifting northeast during El Niño and southwest during La Niña (Salinger et al. 1995; 

584 Kidwell et al. 2016; Trenberth 1976), which can also be confirmed from Fig. 5, especially in 

585 SH winter (Fig. 5b).

586 The characteristics of this relationship between ENSO and the frontal frequency 

587 distribution are largely consistent with those reported by Rudeva and Simmonds (2015), who 

Page 29 of 58 For Peer Review



29

588 used Niño-3.4 SST instead of Niño-3 SST. The Niño-3.4 SST index is defined as the average 

589 of SST anomalies over the region 5°N–5°S and 170–120°W, which is different from the Niño-

590 3 region, and many researchers use it to define ENSO in recent years. An increase in the 

591 frequency of low-latitude (subtropical) sides in the polar frontal zone over a wide area of 

592 both hemispheres in boreal winter during El Niño events was evident in both studies. The 

593 decrease in the number of fronts in the central and eastern subtropical South Pacific during 

594 El Niño events (especially in SH winter) was also similarly confirmed. According to Fig. 5b, 

595 this can be understood as a relationship for the SPCZ to shift northeast during El Niño events. 

596 However, this relationship (negative correlation) was found to extend west of the date line 

597 in Fig. 5b, but not in Rudeva and Simmonds (2015). In contrast, the increase in the frontal 

598 frequency in West Antarctica in SH winter during El Niño events, as reported by Rudeva and 

599 Simmonds (2015), was not clear in Fig. 5b, despite a similar correlation that could be 

600 confirmed in some small areas.

601 Figure 6 shows the relationship between the PDO index and frontal frequency in the 

602 same manner as Fig. 5. The PDO is a pattern of SST variability in the central North Pacific 

603 Ocean (based on the EOF first mode of the SST anomaly), which indicates a negative 

604 (positive) SST anomaly in the mid-latitudes from the east of Japan to the eastern North 

605 Pacific Ocean when the index is positive (negative) (Mantua et al. 1997). Statistically 

606 significant values were observed in the central to eastern mid-latitude North Pacific Ocean 

607 throughout the year, i.e., positive and negative signals align the south and north of averaged 
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608 high frontal frequency areas in that order. These signals indicate that the eastern part of the 

609 NPPF shifts southward (northward) during positive (negative) phases of the PDO.

610 This feature is interpreted to be associated with lower (higher) SSTs than those in 

611 normal years in the central North Pacific during positive (negative) phases of the PDO, which 

612 suppresses (enhances) cyclonic activity with fronts at the high latitude side. The statistically 

613 significant p-value distribution near Japan also recalls the southward (northward) shift of the 

614 frontal zone during positive (negative) phases in boreal summer and autumn (Figs. 6b and 

615 6c). These features are consistent with the results reported by Urabe and Maeda (2014), 

616 who found that Japan was warmer in these seasons during the late 1990s and early 2010 

617 when the PDO was in a negative phase. The signals in the regions with the NAPF, SACZ, 

618 and SPCZ were also similar to the distribution of signals during ENSO (Fig. 5) in all seasons. 

619 The SST variability in the central to eastern tropical Pacific also appeared in the global 

620 spatial patterns of the first EOF mode used in the definition of PDO (Mantua et al. 1997). 

621 Related to this, PDO index variation has been found to represent a variation similar to that 

622 of the ENSO (Gershunov and Barnett 1998). Such a relationship between ENSO and PDO 

623 can be confirmed by the similarity of the signal distribution from the eastern Pacific to the 

624 western Atlantic Oceans in Figs. 5 and 6.

625 Finally, the AO is a seesaw variation in sea level pressure between the north and 

626 south sides of 60°N, generating low-pressure anomalies in the Arctic and high-pressure 

627 anomalies in the mid-latitude regions during the positive phases, while producing high-
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628 pressure anomalies in the Arctic and low-pressure anomalies in the mid-latitude regions 

629 during negative phases (Thompson and Wallace 1998). It is known that warm (cold) winter 

630 tends to occur at NH mid-latitudes (especially in northern Eurasia, North America, and 

631 Japan) when the AO index is positive (negative). Moreover, a statistical relationship between 

632 the North Atlantic Oscillation (NAO), which is highly related to the AO, in boreal winter and 

633 the Okhotsk high in the subsequent June has been reported by Ogi et al. (2003). Thus, since 

634 the AO during NH winter is reported to have a significant impact on climate change, this 

635 study presents results only for the NH winter season. In NH winter during positive phases of 

636 the AO (Figure 7), statistically significant signals were widely spread over the NH, including 

637 negative, positive, and negative signals from subtropical to high latitudes in the North Pacific 

638 and North Atlantic respectively. Around Europe, negative and positive signals align from the 

639 mid- to high latitudes. The areas with negative and positive signals from south to north were 

640 roughly consistent with the areas where positive (negative) temperature anomalies occurred 

641 during the positive (negative) phases of the AO (Thompson and Wallace 2001). Based on 

642 the distribution of signals seen in Fig. 7, this can be understood to be due to a northward 

643 (southward) shift of the frontal zone during the positive (negative) phases of the AO. The 

644 characteristics observed in Fig. 7 are generally consistent with the results in Rudeva and 

645 Simmonds (2015), which shows the correlation between the NAO (not the AO) index and 

646 frontal frequency distribution, except for one characteristic: positive correlation coefficients 

647 spread narrower and more northerly around Europe in Fig. 7.
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648

649 5.2 Long-term trends

650 The long-term trends in the distribution of the frontal frequency were evaluated with 

651 the  trend index calculated from Kendall's rank correlation for the 42 years from 1979 to 𝜏

652 2020. Figure 8 shows the grids of statistically significant positive and negative trends at 5% 

653 (coloured magenta and cyan) and 1% (coloured red and blue) for each season based on 

654 the p-values. The frontal frequency data were spatially averaged in advance for nine grids, 

655 including the central cell and its neighbours, as described in the previous section. In Fig. 8, 

656 the high frontal frequency areas with positive (negative) trends to the north and negative 

657 (positive) trends to the south can be interpreted as areas that show northward (southward) 

658 trends in the frontal zone. Long-term trends were also compared to the results in Rudeva 

659 and Simmonds (2015) (the survey period was 1979-2012, slightly different from that of this 

660 study).

661 For the polar frontal zones, northward trends in the central and eastern parts of the 

662 NPPF were observed in NH autumn and winter, especially in NH winter (Figs. 8c and 8d). 

663 This is the same trend reported by Rudeva and Simmonds (2015), except that the extent of 

664 the increasing trend is limited to 30–40°N and does not reach the south of the Aleutian 

665 Islands in Fig.8. Another characteristic of the NPPF is its tendency for a southward shift in 

666 the west (East Asia) in NH spring (Fig. 8a). This is consistent with the feature reported by 

667 Takahashi (2015), in which the temporary northward shift of the frontal zone usually 
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668 observed in May was obscured (however, the calculation period was 1948–2013). In NH 

669 summer (Fig. 8b), although a few grids with statistically significant positive (0.01 ≤p<0.05) 

670 trends were observed on the north side of the mean high frontal frequency area at 130–

671 150°E, they were sparse, and the trend was unclear as a whole. Rudeva and Simmonds 

672 (2015) revealed an increasing trend in the western part of the NAPF and a southward shift 

673 on the east side during NH winter, but only the former was seen in Fig.8d. Although other 

674 features were observed including increasing trends in the SACZ from SH spring to summer 

675 (Figs. 8c and 8d), these trends in the polar frontal zone were not observed in Rudeva and 

676 Simmonds (2015).

677 For the Arctic frontal zones, the SCAF had a northward trend from 160°E to 160°W 

678 in NH autumn and decreasing trends in the frontal frequency at 120–160°E in NH summer 

679 (Fig. 8b). Fig. 8b also shows the decreasing trend along the north side of the SCAF from the 

680 Beaufort Sea to the west of the Canadian Arctic Archipelago in NH summer. This feature is 

681 the same as that in Rudeva and Simmonds (2015), except for on the east coast of North 

682 America (no signal in Fig. 8b). Rudeva and Simmonds (2015) showed the increasing trend 

683 of the cyclone frequency in the same region on the contrary, suggesting that this may be 

684 due to a decrease in the number of deep cyclones with long fronts.

685 Similar to the signal around the Beaufort Sea, distinct decreasing trends were also 

686 observed on the northern coast of Norway in the European Arctic frontal zones during NH 

687 winter to summer in Fig. 8d. In Rudeva and Simmonds (2015), this feature was observed in 
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688 NH summer but not clear in NH winter, although the cyclone frequency was smaller east of 

689 this region. The formation of the Arctic frontal zone around the Arctic Ocean is closely related 

690 to the contrast in the horizontal temperature distribution between the land and Arctic Ocean 

691 (Serreze et al. 2011; Crawford and Serreze 2015). They are also closely related to the 

692 surrounding cyclonic activity, e.g., the European polar frontal zone is associated with 

693 enhanced cyclone formation over Eurasia (Crawford and Serreze 2016). In contrast, 

694 Crawford and Serreze (2016) showed both individual cyclone tracks and seasonal fields of 

695 cyclone characteristics, which indicated that the Arctic frontal zone did not correspond to a 

696 region of cyclogenesis. Investigating how recent rapid sea ice loss in the Arctic region with 

697 global warming, as revealed by previous works (e.g., Simmonds and Keay 2009; Simmonds 

698 and Li 2021), affects the Arctic frontal zone and cyclone activity is a very important research 

699 question related to understanding the influence of global climate variability. The trends in 

700 the Arctic frontal zone in Fig. 8 require further confirmation and investigation.

701 Rudeva and Simmonds (2015) reported a trend of a southward shift of the SH mid-

702 latitude frontal zone in SH summer. In this study, no decreasing trend in the low-latitude side 

703 of the frontal zone was observed; however, scattered small areas showing an increasing 

704 trend in the high-latitude side of the frontal zone were observed (Fig. 8d). For other 

705 characteristics, which are not shown clearly in Rudeva and Simmonds (2015), Fig. 8 shows 

706 increasing trends in the frontal frequency over Eurasia during NH spring, near South Africa 

707 and the southern tip of the Americas during SH autumn and winter, and over various 
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708 locations in the South Pacific during SH spring, whereas there are decreasing trends in the 

709 Mediterranean during NH summer.

710 Based on a survey of baroclinicity, Simmonds and Li (2021) reported decreasing 

711 trends in the baroclinicity in many parts of the global subtropics and increasing trends in the 

712 baroclinicity in both the Arctic and Antarctic regions in each season (with the sole exception 

713 of the Arctic in NH summer). As for the latter trends, both the vertical shear and static stability 

714 had contributions, resulting in a pole-ward shift of the storm tracks coupled with mid-latitude 

715 decreases in the baroclinicity. The trends of the pole-ward shift in some polar frontal zones 

716 found in this study were roughly consistent with the results of Simmonds and Li (2021). The 

717 trends in the front frequency at various regions should be examined with attention to the 

718 relationship with this baroclinicity.

719

720 6. Conclusions

721 In this study, I conducted climate classification from temperate to polar regions 

722 based on dynamic climatology using objective frontal data at mid- and high latitudes created 

723 by a thermal-based method with θe. The behaviour of the frontal zone was also investigated, 

724 including interannual variations due to various phenomena affecting global climate and long-

725 term trends for the 42 years from 1979 to 2020. The unique features of our method for frontal 

726 data creation included the addition of conditions for the geopotential height at 500-hPa and 

727 the incorporation of latitude-dependent parameters. The threshold values of various 
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728 parameters were set to match the frontal position on the weather map and the frontal 

729 frequency distribution based on the manually counted fronts from weather maps presented 

730 in previous studies. The introduction of the conditions for the geopotential height enhanced 

731 the similarity to the JMA weather maps around Japan. The latitude-dependent parameter 

732 contributed to resolving the difficulty of discriminating fronts at high latitudes, which had been 

733 a problem in previous studies using a thermal-based method with θe or θw. Particularly, the 

734 latitude-dependent parameter enabled our examination of Alisov's climate classification at 

735 high latitudes. The main findings of this study are as follows.

736 1) The mean distribution of the frontal frequency showed that the following frontal 

737 zones were detected: the North Pacific polar frontal zone (NPPF), North Atlantic polar frontal 

738 zone (NAPF), Arctic frontal zone through northern Europe, Siberia-Canada Arctic frontal 

739 zone (SCAF), South Pacific convergence zone (SPCZ), South American convergence zone 

740 (SACZ), and the frontal zone across the Southern Ocean from the south of Africa to the 

741 south of New Zealand. Clear north-south migration with seasonal progression was observed 

742 in the NPPF, NAPF, and SACZ.

743 2) Climate classification was possible in areas with distinct north-south migration in 

744 a clear frontal zone corresponding to areas east of the great mountains at the mid-latitudes, 

745 as well as the area from Siberia to Canada where the annual variation in the SCAF was 

746 observed. However, it was difficult to classify in other areas such as the Mediterranean Sea 

747 and SH in the Indian and Pacific Oceans, with an unclear north-south shift in the seasonal 
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748 transition. The results of classification showed almost the same characteristics for both 

749 methods, focusing on the area of a high frontal frequency and the maximal axis of the frontal 

750 frequency. However, the latter corresponded better in terms of overlap with the climatic 

751 zones described by Alissow (1954).

752 3) The correlation analysis revealed that the distribution of the frontal frequency 

753 associated with ENSO, PDO, and AO was generally consistent with and explainable to the 

754 regional climate variability, such as temperature, and precipitation reported in previous 

755 studies. The characteristics of the relationship between each ENSO and AO (NAO) and the 

756 frontal frequency distribution were largely consistent with those reported by Rudeva and 

757 Simmonds (2015), who used the wind-based method when creating frontal data. For 

758 example, there were two characteristics during El Niño events: an increase in the frequency 

759 of low-latitude (subtropical) sides of the mid-latitude frontal zone over a wide area of both 

760 hemispheres in NH winter (SH summer) and a decrease in the number of fronts in the central 

761 and eastern South Pacific (especially in SH winters). Both were clearly confirmed in this 

762 study. A northward (southward) trend in the NH polar frontal zone during the positive 

763 (negative) AO phase was also common in both studies. For the PDO, a new survey in this 

764 study revealed the trends in the southward or northward shifts of the polar frontal zone in 

765 the eastern North Pacific during the positive or negative phases of the PDO, respectively.

766 4) Several distinctive long-term trends in the distribution of the frontal frequency from 

767 1979–2020 were revealed, e.g., the southward shift in the western part of the NPPF during 
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768 NH spring, the northward shift of the middle and east of the NPPF during NH autumn and 

769 winter, northward trends in the western part of the NAPF in NH winter, increasing trends in 

770 the frontal frequency around the SACZ from SH spring to summer, and distinct decreasing 

771 trends in the frontal frequency on the northern coast of Norway in the European Arctic frontal 

772 zones from NH winter to summer and around the north side of the SCAF from the Beaufort 

773 Sea to the west of the Canadian Arctic Archipelago in NH summer. Some trends in the polar 

774 frontal zones such as northward trends in the central and eastern parts of the NPPF and an 

775 increasing trend in the western part of the NAPF in NH winter were consistent with the results 

776 reported by Rudeva and Simmonds (2015), with a slight regional difference. For the frontal 

777 zones around the Arctic, the results of this study are generally consistent with those reported 

778 by Rudeva and Simmonds (2015), although a winter decreasing trend in the European Arctic 

779 frontal zone has not been observed in their study (it was observed from winter to summer in 

780 this study).

781 I emphasize that all of the results in this study are based on the frontal data, which 

782 was created with a slightly modified approach with a thermal-based method using θe. The 

783 results shown in this study can vary depending on how the fronts are created and defined. 

784 For the regions that could not be classified by this climate classification, future surveys must 

785 clarify whether this is due to the characteristics of the thermal-based method or whether it 

786 is impossible to classify the climate based on seasonal changes in the frontal zone. Frontal 

787 data created by an improved method, i.e., a well-represented cold front in the Mediterranean 
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788 using the method that merged the thermal- and wind-based methods reported by Bitsa et 

789 al. (2021), would help clarify this matter. In addition, we also need to tackle this issue from 

790 a different perspective, such as by attempting to define air masses from a reanalysis.

791 This study revealed the interannual variation and recent long-term trends in the 

792 distribution of the frontal zone, some of which have already been reported by Rudeva and 

793 Simmonds (2015). The challenge associated with these results is to closely examine their 

794 relationship with actual phenomena occurring in various regions. Additionally, long-term 

795 variations require more careful examination because trends emerge differently depending 

796 on the season and period of the study. As the characteristics of the frontal data depend on 

797 the definition of fronts, methods for the creation of frontal data, and the feature of the 

798 reanalysis product, we cannot easily obtain a valid evaluation. However, future studies must 

799 focus on such research to increase the reliability of each trend.

800 As the thresholds for the frontal zones established in this study were set based only 

801 on similarity to the fronts on weather maps, they must be considered from a physical aspect. 

802 Furthermore, as this study did not consider the individual characteristics of the fronts and 

803 treated them as uniform, the nature of the fronts must be examined to decipher the 

804 relationship between the frontal zones and actual temperature and precipitation. Although 

805 some issues remain, frontal zones have significant potential to aid in understanding the 

806 climate system comprehensively concerning each other by mediating between 

807 meteorological elements such as precipitation and atmospheric circulation. Therefore, it is 
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808 important to continue investigating climate change by focusing on the behaviour of such 

809 frontal zones.

810
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978 List of Figures

979

980 Fig. 1. Distribution of fronts on the weather maps on 00Z 16 September 2007. a) Fronts on 

981 the JMA daily surface weather map and b) fronts detected using the objective method. In 

982 the right panel, the red circles indicate frontal positions that satisfied the conditions for 

983 four variables: |∇θe| > 0.55 (K/100 km), TFP(θe) > 0.91 (K/(100 km)2), δZ500-ew > −6 

984 (gpm/100 km), and δZ500-sn > 3 (gpm/100 km). The orange and magenta circles are 

985 fronts created under the same conditions as the red circles, except for the removal of the 

986 δZ500-sn and δZ500-ew conditions, respectively. The distributions of θe (K) at 850-hPa 

987 (black solid line) and the geopotential height (gpm) at 500-hPa (blue solid line) are also 

988 shown.

989
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992

993

994

995

996

997

998

999

1000 Fig. 2. Distribution of the mean annual frontal frequency averaged over the 42-year period 

1001 from 1979 to 2020. a) JR-esg and b) JR-esg with added a latitude-dependent parameter, 

1002 i.e., the threshold values of TFP (θe) and |∇θe| at each latitude (φ) were divided by 

1003 sinφ/sin30° (φ > 30°), respectively. Grey areas: > 1,500 m.
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1017 Fig. 3. Three-month mean distribution of the frontal frequency. a) March, April, and May; b) 

1018 June, July, and August; c) September, October, and November; and d) December, 

1019 January, and February. Grey areas: > 1,500 m.
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1031

1032

1033 Fig. 4. Climatic divisions based on the position of the frontal zone. a) Northern edge of the 

1034 area with a front frequency of 5% or more in January and February and southern edge in 

1035 July and August. b) Same as a) except for an axis of frontal frequency of 5% (dashed lines 

1036 are 3%). c) Climatic divisions based on a). d) Climatic divisions based on b). In c and d, 

1037 colour shadings with the Roman numerals indicate Alisov's climatic zones, and the 

1038 hatched areas with the Arabic numerals indicate the climatic zones defined in this study.
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1048

1049

1050

1051

1052 Fig. 5. Areas of statistical significance in correlation analyses between the Niño-3 SST index 

1053 and frontal frequency and averaged frontal frequency. a) March, April, and May; b) June, 

1054 July, and August; c) September, October, and November; and d) December, January, 

1055 and February. Red: positive coefficients (p < 0.01); magenta: positive coefficients (0.01 

1056 ≤ p < 0.05); blue: negative coefficients (p < 0.01); cyan: negative coefficients (0.01 ≤ p < 

1057 0.05). The calculations of statistical significance are limited to areas with more than 1% 

1058 of the 42-year averaged frontal frequency. The contours denote the frontal frequency by 

1059 1% limited to the regions where the frequency is 2% or higher (data source is the same 

1060 as in Fig. 3).
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1073 Fig. 6. Same as Fig. 5, except for the PDO index.
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1083 Fig. 7. Same as Fig. 5, except for the AO index drawn only in boreal winter.

1084

Page 56 of 58For Peer Review



56

1085

1086

1087

1088
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1092

1093

1094

1095

1096 Fig. 8. Areas of statistical significance trends in frontal frequency from 1979 to 2020 and 

1097 averaged frontal frequency. Red: positive trends (p < 0.01); magenta: positive trends (0.01 

1098 ≤ p < 0.05); blue: negative trends (p < 0.01); and cyan: negative trends (0.01 ≤ p < 0.05). 

1099 The calculations of statistical significance are limited to areas with more than 1% of the 

1100 42-year averaged frontal frequency. The contours denote the frontal frequency by 1% 

1101 limited to the regions where the frequency is 2% or higher (data source is the same as in 

1102 Fig. 3).
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1104

1105 List of Tables

1106

1107 Table 1　Summary of the six datasets of fronts and their maximum Jaccard indices. JR: 

1108 JRA-55 reanalysis; NR: NCEP/NCAR Reanalysis-1; e: using θe; p: using θ; pe: using both 

1109 θ and θe; s: adopting a 3 × 3 averaged spatial filter; g: including conditions of the 

1110 geopotential height at 500-hPa in characters of the dataset name. The analysis period is 

1111 from April to November for 10 years (1998—2007), though the maximum Jaccard indexes 

1112 for NR are calculated using the thresholds obtained from Takahashi (2013). NULL means 

1113 no value, indicating that the maximum Jaccard Index can be obtained without a threshold, 

1114 although the introduction of a threshold was considered.
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