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Abstract 45 

The Japan Meteorological Agency (JMA) has developed the third Japanese global 46 

atmospheric reanalysis, the Japanese Reanalysis for Three Quarters of a Century (JRA-47 

3Q). The objective of JRA-3Q is to improve quality in terms of issues identified in the 48 

previous Japanese 55-year Reanalysis (JRA-55) and to extend the reanalysis period 49 

further into the past. JRA-3Q is based on the TL479 version of the JMA global Numerical 50 
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Weather Prediction (NWP) system as of December 2018 and uses results of 51 

developments in the operational NWP system, boundary conditions, and forcing fields 52 

achieved at JMA since JRA-55. It covers the period from September 1947, when Typhoon 53 

Kathleen brought severe flood damage to Japan, and uses rescued historical 54 

observations to extend its analyses backwards in time about 10 years earlier than JRA-55 

55. This paper describes the data assimilation system, forecast model, observations, 56 

boundary conditions, and forcing fields used to produce JRA-3Q as well as the basic 57 

characteristics of the JRA-3Q product. The initial quality evaluation revealed major 58 

improvements from JRA-55 in the global energy budget and representation of tropical 59 

cyclones (TCs). One of the major problems in JRA-55—global energy imbalance with 60 

excess upward net energy flux at the top of the atmosphere and at the surface—has been 61 

significantly reduced in JRA-3Q. Another problem—a trend of artificial weakening of 62 

TCs—has been resolved through the use of a method that generates TC bogus based on 63 

the JMA operational system. There remain several problems such that volcanic-induced 64 

stratospheric warming is smaller than expected. This paper discusses the causes of such 65 

problems and possible solutions in future reanalyses. 66 

 67 

Keywords reanalysis, data assimilation, numerical weather prediction 68 

 69 

1. Introduction 70 



   

 

 3 

The objective of long-term reanalysis is to produce a homogeneous, high-quality climate 71 

dataset spanning at least the previous several decades. Reanalysis products are widely 72 

used in research in academic fields such as meteorology, climatology, and oceanography, 73 

as well as in applied fields such as agricultural meteorology and renewable energy. The 74 

products are also used by the Japan Meteorological Agency (JMA) as fundamental datasets 75 

for investigating past weather disasters, improving seasonal forecasts, and analyzing 76 

extreme weather events. Major numerical weather prediction (NWP) centers and 77 

meteorological research institutes have made an effort to create and improve long-term 78 

reanalyses (for a detailed list, see https://reanalyses.org/). Recent state-of-the-art 79 

atmospheric reanalyses include the fifth generation of the European Centre for Medium-80 

Range Weather Forecasts (ECMWF) atmospheric reanalysis (ERA5; Hersbach et al. 2020), 81 

the Modern-Era Retrospective Analysis for Research and Applications, version 2 (MERRA-82 

2; Gelaro et al. 2017), and the National Centers for Environmental Prediction (NCEP) 83 

Climate Forecast System Reanalysis (CFSR; Saha et al. 2014). Over the course of 84 

generations, the quality and usefulness of reanalysis products have steadily improved 85 

because of increases of their resolution and extension of the period of time they cover, 86 

upgrades of their data-assimilation methods, improvement in availability and quality of past 87 

observations, and improvement of the quality of their boundary conditions and atmospheric 88 

forcing fields. However, to create homogeneous, high-quality reanalysis products remains a 89 
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major challenge because there have been many abrupt changes in observing systems and 90 

large uncertainties exist in observations, boundary conditions, and atmospheric forcing fields 91 

in addition to inadequate preparation of past observations. There is thus a need for further 92 

improvement (see, for example, Buizza et al. 2018; Chen et al. 2021). 93 

In Japan, the JMA and the Central Research Institute of Electric Power Industry developed 94 

the first long-term reanalysis product, the Japanese 25-year Reanalysis (JRA-25; Onogi et 95 

al. 2007), and the JMA developed the second reanalysis product, the Japanese 55-year 96 

Reanalysis (JRA-55; Kobayashi et al. 2015, Harada et al. 2016). The comprehensive 97 

improvements in JRA-55 includes elimination of the cold bias in the lower stratosphere, 98 

which was one of the major problems in JRA-25, as well as improvements in the 99 

representation of the surface downward longwave radiation flux and the temporal 100 

homogeneity of the temperature analysis fields. Remaining issues include a warm bias in 101 

the upper troposphere, a cold bias in the lower troposphere, a negative bias of precipitable 102 

water in convective regions, excessive precipitation over the tropics, a large upward 103 

imbalance in the global mean net energy fluxes at the top of the atmosphere and at the 104 

surface, and an unrealistic long-term trend in the intensity of analyzed tropical cyclones 105 

(TCs). In addition, an intercomparison between a JRA-55 sub-product assimilating 106 

conventional observations only (JRA-55C, Kobayashi et al. 2014) and another sub-product 107 

of JRA-55C with high-resolution sea surface temperature (SST) data (JRA-55CHS, 108 
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Masunaga et al. 2018) has shown that the influence of steep horizontal gradients of SST 109 

along the western boundary currents can reach into the middle and upper troposphere. 110 

These results imply that use of high-resolution SST datasets would contribute to deepening 111 

understanding of the nature of frontal-scale, air-sea interactions (Masunaga et al. 2018). 112 

The Japanese Reanalysis for Three Quarters of a Century (JRA-3Q) is the third long-term 113 

reanalysis product developed by the JMA to improve the quality and extend the period of 114 

long-term reanalysis products by addressing these issues in JRA-55. JRA-3Q covers the 115 

period from September 1947 to the present, extending back in time about 10 years earlier 116 

than JRA-55, and uses results of developments in the operational global NWP system, 117 

boundary conditions, and forcing fields achieved at JMA since JRA-55. Regarding 118 

observations, global, regional, and national governmental and non-profit organizations have 119 

rescued, collected, and digitized historical observations in recent years (Stuber et al., 2021), 120 

and meteorological and satellite centers have reprocessed past satellite observations using 121 

state-of-the-art algorithms to produce high-quality, homogeneous satellite products. The 122 

enrichment of observations through these data-rescue activities and satellite data 123 

reprocessing has also helped to improve the JRA-3Q product.  124 

This paper describes the overall JRA-3Q specifications and its basic characteristics: we 125 

explain the data assimilation system of JRA-3Q in Section 2, the forecast model in Section 126 

3, and the boundary conditions and atmospheric forcing in Section 4. Section 5 describes 127 
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the data sources, quality control of the observations used, and the method of data selection 128 

in JRA-3Q. Section 6 describes the JRA-3Q streams. Section 7 discusses the basic 129 

performance of the data assimilation system. Section 8 focuses on two major improvements 130 

in quality over the JRA-55 product, the global energy budget and the representation of TCs. 131 

Section 9 describes the basic performance of JRA-3Q products. Conclusions are presented 132 

in Section 10. The meanings of abbreviations used in this paper are given in Appendix A, 133 

and the sources of observational data for JRA-3Q are listed in Appendix B. 134 

 135 

2. Data assimilation system 136 

The JRA-3Q data assimilation system performs the components of global atmospheric 137 

analyses and land surface/snow-depth/screen-level analyses, as illustrated in Fig. 1, which 138 

shows the flow of data between components. The atmospheric, screen-level, and land 139 

surface analyses are performed every 6 hours (00, 06, 12, 18 UTC), and the snow-depth 140 

analysis is performed daily at 18 UTC. 141 

The forecast model uses the previous atmospheric and land surface analyses as the initial 142 

condition for the forecast, and a model integration starting from that initial condition produces 143 

a background field, which is the best estimate of the current state prior to using observations. 144 

Then atmospheric/land surface/snow-depth/screen-level analyses are performed separately 145 

using the background field and observations. The resulting atmospheric/land surface 146 
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analyses are used as the initial condition for the next forecast cycle. Here, 'first guess' is 147 

also used as an interchangeable term with 'background'. 148 

Table 1 shows an overview of the JRA-3Q data assimilation system, including a 149 

comparison with JRA-55. The JRA-3Q data assimilation system is based on a low-resolution 150 

(TL479) version of the JMA’s global data assimilation system as of December 2018 (JMA 151 

2019). JRA-3Q benefits from a decade of developments in the operational NWP system 152 

since JRA-55 as well as from an increase in resolution compared with JRA-55 made possible 153 

by a new supercomputer system with high performance resources that has been in operation 154 

since June 2018. 155 

2.1 Atmospheric analysis 156 

The atmospheric analysis component of the JRA-3Q data assimilation system uses four-157 

dimensional variational analysis (4D-Var). To improve computational efficiency, an 158 

incremental method (Courtier et al. 1994) is used, wherein the analysis increment, 159 

modification amount for first guess, is first calculated by performing one inner loop 160 

minimization at a relatively low resolution (TL319L100) and then added to the first guess at 161 

the original resolution (TL479L100). The analysis increments are determined in such a way 162 

that the cost function defined by equation (2.1.1) is minimized (JMA 2019):  163 

𝐽(Δ𝒛0) =
1

2
Δ𝒛0

𝑇𝐁−1Δ𝒛0 +
1

2
∑(𝐇𝑖Δ𝒛𝑖 − 𝒅𝑖)𝑇𝐑𝑖

−1(𝐇𝑖Δ𝒛𝑖 − 𝒅𝑖) + 𝐽𝐶

𝑛

𝑖=1

, 164 

𝒅𝑖 = 𝒚𝑖
𝑂 − 𝐻𝑖𝒛𝑖

𝑏 , 165 
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Δ𝒛𝑖+1 = 𝐌𝑖Δ𝒛𝑖      (𝑖 = 0, ⋯ , 𝑛 − 1),    (2.1.1) 166 

where ∆𝒛 is the analysis increment, 𝒚𝑂 is a vector containing all observations, 𝒛𝑏 is the 167 

background field, B is the background error covariance matrix, R is the observation error 168 

covariance matrix, 𝐌 is the tangent linear model of the nonlinear forecast model, H and H 169 

are the nonlinear observation operator and its tangent linear operator, 𝐽𝐶 is the penalty 170 

term for suppressing gravity waves, and the subscript 𝑖 and 𝑛 are the timeslot and final 171 

timeslot, respectively. Note that observations are organized in six time slots with intervals 172 

of 0.5 hours for the first slot, 1.5 hours for the last slot, and 1 hour for the others. 173 

𝒛 contains the atmospheric state vector as well as parameters for the variational bias 174 

correction (Derber and Wu 1998; Dee and Uppala 2009; JMA 2019) applied to satellite 175 

radiances. In JRA-3Q, as in JRA-55, variational bias correction is applied to all satellite 176 

radiances, but not to other observations. 177 

a. Background error covariances 178 

The background error covariance matrix is based on the same static background error 179 

covariance model as the one used in JRA-55, which transforms analysis variables into 180 

control variables, i.e., relative vorticity, unbalanced divergence, unbalanced temperature and 181 

surface pressure, and the logarithm of specific humidity in the spectral space on model 182 

layers, to reduce correlations among variables (JMA 2019). This background error 183 

covariance matrix is basically the same as the matrix used in the JMA operational system 184 
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as of December 2018, which was statistically calculated from the difference between the 24-185 

hour and 48-hour forecasts at the same valid time for the year 2015 using the National 186 

Meteorological Center (NMC) method (Parrish and Derber 1992).  187 

Observations available for JRA-3Q decrease as they go back in time, and consequently 188 

errors in the background fields increase. For periods (i), (ii), and (iii), defined below, the 189 

background error variances of the control variables, except for the logarithm of specific 190 

humidity, are increased by (i) 155%, (ii) 50%, and (iii) 11%, respectively, to account for the 191 

increased error in the background fields:  192 

(i) before 1958, when the international network of regular radiosonde observations was 193 

established,  194 

(ii) between 1958 and 1972, before the introduction of satellite observations, and  195 

(iii) between January 1973 and July 1998, a time interval during which old-generation 196 

satellite observing systems were used.  197 

These scaling factors were obtained by comparing background errors estimated from full 198 

observing system experiments with those estimated from experiments assimilating (i) 199 

conventional data, limited to once a day at 12 UTC for upper-air observations, and tropical 200 

cyclone boguses (TCBs) only, (ii) conventional data with no limitation and TCBs only, and 201 

(iii) all observations but radiances from the Advanced Microwave Sounding Units (AMSUs), 202 

respectively. These experiments were all conducted for conditions in August 1999 and 203 
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January 2000. Background errors were estimated using the method of Desroziers et al. 204 

(2005) on observation-minus-background quantities (background departures) and 205 

observation-minus-analysis quantities (analysis departure) of radiosonde temperatures and 206 

winds from these experiments. It should be noted that these scaling factors do not affect 207 

correlation lengths of background error covariances.  208 

b. Radiative transfer model for satellite radiances 209 

Satellite radiances are assimilated by using a fast radiative transfer model, Radiative 210 

Transfer for the TIROS Operational Vertical Sounder (RTTOV) version 10.2 (Saunders et al. 211 

2012). The calculation accuracy of RTTOV version 10.2 has generally been improved 212 

compared with that of RTTOV version 9.3 (Saunders 2008), which was used in JRA-55, 213 

because its resolution of vertical layers is higher and its line-by-line transmittance database 214 

used for training the fast radiative transfer model has been refined. Changes in the 215 

concentration of greenhouse gases (carbon dioxide, and for some instruments, methane 216 

and nitrous oxide as well) over time are considered in radiance calculations for all infrared 217 

instruments, whereas in JRA-55, carbon dioxide is treated as a variable only for the Vertical 218 

Temperature Profile Radiometer (VTPR). Land surface emissivity atlases (Saunders et al. 219 

2012) are used for calculating radiances from AMSU-A, AMSU-B, the Microwave Humidity 220 

Sounder (MHS), the Advanced Technology Microwave Sounder (ATMS), and geostationary 221 

meteorological satellites (except for the Geostationary Meteorological Satellite [GMS] and 222 
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Multi-functional Transport Satellite [MTSAT]), in contrast to a fixed emissivity of 0.9 in JRA-223 

55. For the other instruments, a fixed land surface emissivity of 0.9 is used in both JRA-3Q 224 

and JRA-55.  225 

2.2 Surface analysis 226 

a. Screen-level analysis 227 

Specification of the screen-level analysis is the same in JRA-3Q and JRA-55 (Kobayashi 228 

et al. 2015). Screen-level diagnostic variables (such as 2-m air temperature, relative 229 

humidity, and 10-m wind) are analyzed separately from the global atmospheric analysis by 230 

using univariate 2-D optimal interpolation (2D-OI). Note that the screen-level analysis fields 231 

are not used for the subsequent cycles. 232 

b. Land surface analysis 233 

The initial condition for land surface is given by the most recent land surface forecast 234 

fields from the atmospheric model, except that a snow-depth analysis field is incorporated 235 

into the land surface analysis at 18 UTC every day.  236 

In JRA-55, land surface analysis fields are produced by driving the JMA Simple Biosphere 237 

(SiB) model separately from the atmospheric model (an offline mode) instead of using 238 

outputs from the SiB model built into the atmospheric model (an online mode) (Kobayashi 239 

et al. 2015). A potential advantage of using an offline model is that this framework has the 240 

flexibility of using observations as atmospheric forcings and can generate more accurate 241 
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background fields for land surface analysis than forcings from an atmospheric model. 242 

However, this advantage is not actually exploited in JRA-55. The use of an online model in 243 

JRA-3Q enables interactions between atmospheric and land surface processes at every 244 

model time step and has an advantage in providing more consistent background fields 245 

between the atmosphere and land surface.  246 

c. Snow depth analysis 247 

The first guess of snow depth is generated from the snow depth of the model or the 248 

satellite snow cover (Fig. 2), and then in situ observations of snow depth are assimilated 249 

using 2D-OI. Although this procedure is similar to that used in JRA-55 (Kobayashi et al. 250 

2015), the following two problems—unrealistic analysis near coasts and unintentional 251 

increment due to satellite data bias— were resolved.  252 

The first problem is due to a programming defect in the interpolation process of snow 253 

depth data in coastal areas (JMA 2015). This defect was fixed to prevent a similar problem 254 

in JRA-3Q. Also, a safeguard has been introduced by setting the upper limit of the snow 255 

depth analysis to 5 m.  256 

The second problem is that positive increments tend to occur in a region where the 257 

satellite snow cover has a negative bias (e.g., near coasts) because the satellite snow cover 258 

is not assimilated in the 2D-OI but is instead used to generate the first guess. Those positive 259 

increments extend to the surrounding area, where the satellite snow cover does not have a 260 
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negative bias. The result is an excessive snow depth analysis in that area. To overcome this 261 

problem, the method of generating the first guess of snow depth in JRA-3Q has been 262 

modified by checking consistency with in situ snow depth observations (Fig. 2). 263 

  264 

3. Forecast model 265 

Table 2 compares specifications of the forecast models used for JRA-55 and JRA-3Q. 266 

Substantial improvements in parameterizations of physical processes since JRA-55 have 267 

led to reduced systematic errors in the radiation budget, surface sensible and latent heat 268 

fluxes, and distribution of precipitation. Major changes from the forecast model used in JRA-269 

55 are described in the following subsections.  270 

3.1 Radiation 271 

a. Longwave radiation 272 

The longwave spectrum is divided into 11 bands, in contrast to 9 bands in JRA-55, and 273 

then the radiative transfer equation is solved with the two-stream absorption approximation 274 

method. In JRA-55, the radiative transfer equation is solved on the assumption that there is 275 

no scattering in the atmosphere (broad-band flux emissivity method with a diffusivity 276 

approximation) (JMA 2007). The change from the broad-band flux emissivity method to the 277 

two-stream absorption approximation method has substantially reduced computation time 278 

(Yabu 2013). Calculations of longwave radiation are performed every hour, in contrast to 279 
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every three hours in JRA-55 (JMA 2019).  280 

For transmission functions, JRA-3Q uses the correlated k-distribution method (Fu and 281 

Liou 1992) to calculate the absorption bands that substantially contribute to cooling in the 282 

middle atmosphere (the 15-μm carbon dioxide band, the 9.6-μm ozone band, and major line 283 

absorption bands of water vapor), which reduces computational cost compared to a pre-284 

computed table look-up method (Chou and Kouvaris 1991) used in JRA-55. For other 285 

absorption bands, both JRA-3Q and JRA-55 use the k-distribution method with scaling 286 

approximation (Chou et al. 2001).  287 

The continuous absorption of water vapor is parameterized based on the Mlawer-Tobin-288 

Clough-Kneizys-Davies continuous absorption band model (MT_CKD, Clough et al. 2005), 289 

which is the same as the model used in JRA-55. In JRA-3Q, however, the k-distribution 290 

parameters are calculated from the absorption coefficients based on the MT_CKD model, 291 

and then the k-distribution method is applied (JMA 2019). Both JRA-3Q and JRA-55 292 

consider the atmosphere to be inhomogeneous and use scaling parameters from Zhong and 293 

Haigh (1995).  294 

b. Cloud radiation 295 

In shortwave radiation processes, cloud overlap between different vertical layers is 296 

represented assuming the maximum-random overlap (Geleyn and Hollingsworth 1979), in 297 

contrast to the random overlap used for JRA-55. The shortwave radiation flux in each column 298 
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is calculated by the Practical Independent Column Approximation (PICA, Nagasawa 2012) 299 

method, which is a simplified, low-computational-cost version of the Independent Column 300 

Approximation (ICA) approach based on Collins (2001) (JMA 2019). In longwave radiation 301 

processes, cloud overlap between different vertical layers is represented assuming the 302 

maximum-random overlap in both JRA-3Q and JRA-55 (JMA 2019).  303 

Cloud properties used in the radiation scheme, such as the cloud cover and cloud water 304 

content, account for both stratiform and convective clouds, whereas in JRA-55, such cloud 305 

properties account for only stratiform clouds. Cloud properties of stratiform clouds are 306 

specified by the cloud scheme and those of convective clouds are diagnosed using the 307 

upward convective mass flux calculated in the cumulus convection scheme (JMA 2019).  308 

The cloud optical properties for liquid droplets are parameterized following Lindner and Li 309 

(2000) for longwave radiation processes and Dobbie et al. (1999) for shortwave radiation 310 

processes, whereas in JRA-55, such cloud properties are parameterized following Hu and 311 

Stamnes (1993) for longwave radiation processes and Slingo (1989) for shortwave radiation 312 

processes. These refinements have led to improved parameterizations that give a better fit 313 

to exact Mie calculations.  314 

In JRA-55, the effective radii of water cloud droplets were based on satellite retrievals and 315 

fixed at 10 μm over land and 13 μm over the sea (JMA 2007). However, Nakajima et al. 316 

(2010) and Painemal and Zuidema (2011) have pointed out that those satellite retrievals 317 
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were overestimates. In JRA-3Q, the effective radius is parametrized by a method derived 318 

from aircraft observations (Martin et al. 1994), which reduces the overestimation (JMA 2019).  319 

c. Aerosols 320 

Five types of aerosols (sulfate, black carbon, organic carbon, sea salt, and mineral dust) 321 

are considered to account for the direct effects of aerosols (Yabu et al. 2017). The three-322 

dimensional monthly mean climatology of aerosol mass concentration was derived from a 323 

calculation that makes use of the Model of Aerosol Species in the Global Atmosphere 324 

(MASINGAR; Tanaka et al. 2003), and the optical properties for each aerosol type and 325 

particle size were pre-computed via a Mie scattering calculation. In JRA-55, the direct effect 326 

of aerosols is taken into account by using two vertical profiles of aerosols from the World 327 

Meteorological Organization (WMO) (1986), i.e., the tropospheric aerosol profiles for an 328 

average rural-continental region (CONT-I) over land and for a relatively clear maritime region 329 

(MAR-I) over the sea.  330 

The concentration of each aerosol type was adjusted with a two-dimensional monthly 331 

aerosol optical depth climatology based on the Moderate Resolution Imaging 332 

Spectroradiometer (MODIS), the Multiple Angle Imaging Spectroradiometer (MISR), and 333 

observations made by the Ozone Monitoring Instrument (OMI) (JMA 2019), which is a 334 

treatment similar to that in JRA-55 (JMA 2013).  335 

3.2 Cumulus convection 336 
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The JRA-3Q forecast model uses a spectral mass-flux convective parameterization 337 

scheme based on Arakawa and Schubert (1974) and Moorthi and Suarez (1992) in a way 338 

similar to the use of that scheme in JRA-55. Prognostic closure based on Randall and Pan 339 

(1993) is used in JRA-3Q, although many modifications have been made to the original 340 

scheme. In addition, a triggering mechanism based on the dynamic convective available 341 

potential energy (CAPE) generation rate (DCAPE; Xie and Zhang 2000) concept is adopted 342 

to suppress excessive convective activity. Convective downdraft, convective momentum 343 

transport, and mid-level convection are also included in the scheme (JMA 2019).  344 

In the forecast model used in JRA-3Q, the introduction of the conversion from cloud water 345 

content to precipitation in the updraft provides an appropriate height at which precipitation 346 

is produced and contributes to reducing the warm bias in the upper troposphere. Formulation 347 

for the melting and re-evaporation of precipitation has been refined to enables a more 348 

realistic representation of the melting layer, which contributes to the reproducibility of the 349 

distribution of cloud-top heights of cumulus clouds and tropical circulation. In addition, the 350 

improvement of the convective updraft model below the cloud base increases the rate of 351 

heating and thereby reduces the cold bias in the tropical mid-troposphere (Yonehara et al. 352 

2014, 2017, 2018).  353 

3.3 Clouds 354 

A diagnostic scheme proposed by Smith (1990) is used for the calculation of large-scale 355 
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condensation. The scheme assumes a probability density function (PDF) for sub-grid-scale 356 

fluctuations of total water content (water vapor and cloud water). In JRA-55, the width of the 357 

PDF was adjusted as a function of the upward mass flux derived from the cumulus 358 

convection scheme. As a result, the width of the fluctuation was overestimated, which led to 359 

locally unnatural precipitation. JRA-3Q has eliminated this adjustment of the width of the 360 

fluctuation. 361 

Furthermore, in JRA-55, not only stratiform precipitation produced in the cloud scheme 362 

but also convective precipitation produced in the cumulus convection scheme trapped cloud 363 

water and cloud ice in the merging process of precipitation. This treatment was inconsistent 364 

because neither scheme considered the overlap between stratus and cumulus clouds, but 365 

it proved difficult to abolish this treatment without worsening the prediction skill. In JRA-3Q, 366 

the effect of merging precipitation from the cumulus convection scheme has been abolished 367 

because of the improvements in other physical processes. As a result, a more appropriate 368 

vertical profile of heating rates is achieved, and the dry bias in the middle troposphere is 369 

reduced in JRA-3Q. 370 

To represent oceanic stratocumulus clouds in the forecast model, both JRA-55 and JRA-371 

3Q use a scheme based on the strength of the inversion layer estimated from grid point 372 

values (Kawai and Inoue 2006). In JRA-3Q, a trigger condition of relative humidity has been 373 

added to the scheme to suppress cloud overgeneration due to unintended triggering 374 
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(Shimokobe 2012). 375 

In addition, the excessive velocity of falling cloud ice has been corrected, and the 376 

dependence on the time integration interval has been reduced in calculating the amount of 377 

cloud ice converted to snowfall in JRA-3Q. The result is more realistic values of them in 378 

JRA-3Q than in JRA-55. Furthermore, JRA-3Q represents cooling more realistically by 379 

refining the re-evaporation process from precipitation to vapor and the melting process from 380 

snowfall to precipitation (JMA 2019). 381 

3.4 Boundary layer 382 

The surface fluxes were formulated as bulk formulae in accord with Monin-Obukhov 383 

similarity theory, and the equations are solved using the stability functions of Beljaars and 384 

Holtslag (1991), whereas in JRA-55, the equations are solved using transfer coefficients 385 

based on the stability functions proposed by Louis et al. (1982) (JMA 2007). It has been 386 

pointed out that the scheme of Louis et al. (1982) overestimates the transfer coefficients 387 

under stable conditions (Beljaars and Holtslag 1991).  388 

Vertical turbulent transports are parameterized by a hybrid method that includes closure 389 

of turbulent kinetic energy and a scheme of eddy diffusivity type. The turbulent kinetic energy 390 

scheme used is the level-2 turbulence closure scheme of Mellor and Yamada (1974, 1982), 391 

and the scheme of eddy diffusivity type uses stability functions based on Han and Pan (2011) 392 

(Yonehara et al. 2014, 2017; JMA 2019). In JRA-55, vertical turbulent transports are 393 
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parameterized based on the level-2 turbulence closure scheme of Mellor and Yamada (1974, 394 

1982) (JMA 2007) and adjusted by setting a lower limit on the diffusion coefficients to 395 

mitigate positive feedbacks between buoyant stability and turbulent transport under strongly 396 

stable conditions. This lower limit was removed in JRA-3Q.  397 

Screen-level quantities such as 2-m air temperature and humidity as well as 10-m wind 398 

above the surface are diagnosed over the sea by vertical interpolation on the assumption 399 

that the variables are linear functions of the logarithm of height, but over land they are 400 

diagnosed by considering vertical stability. The latter is an update from JRA-55, which uses 401 

the same stability-independent interpolation as that used over the sea.  402 

3.5 Non-orographic gravity wave drag 403 

JRA-3Q uses a scheme proposed by Scinocca (2003), in which the momentum-404 

conserving vertical propagation and dissipation processes of momentum are parameterized. 405 

The dissipation processes are represented by critical-level filtering and amplitude saturation 406 

(JMA 2019). This scheme is more sophisticated than the one in JRA-55, which simply 407 

applies Rayleigh friction for layers above 50 hPa (JMA 2013).  408 

3.6 Land surface 409 

The forecast model in JRA-3Q uses land surface processes based on the SiB model 410 

(Sellers et al. 1986; Sato et al. 1989a, 1989b) with seven layers for both soil temperature 411 

and soil moisture, in contrast to one layer for soil temperature and three layers for soil 412 
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moisture in JRA-55. In this process, soil temperature is predicted based on the principle of 413 

energy conservation and Fourier’s law of heat conduction, in contrast to a force-restore 414 

method (Deardorff 1978) used in JRA-55. This revision has improved energy conservation 415 

in the soil and the phase lag between the surface air temperature and soil temperature 416 

during the diurnal cycle. Soil moisture is calculated using a water balance equation in both 417 

JRA-3Q and JRA-55.  418 

A new snow scheme with up to four layers has also been introduced that takes into 419 

consideration thermal conductivity and heat capacity in addition to albedo (Yonehara et al. 420 

2017), whereas in JRA-55, snow cover is represented simply as ice on grass and bare soil. 421 

Other land surface characteristics, such as the albedo of bare soil and distribution of types 422 

of vegetation have also been updated (Yonehara et al. 2014, 2018).  423 

4. Boundary conditions and forcing fields 424 

4.1 SST 425 

The SST specified as the lower boundary condition of the forecast model is the Merged 426 

Satellite and In-Situ Data Global Daily Sea Surface Temperature (MGDSST; Kurihara et al. 427 

2006) with a resolution of 0.25° based on satellite observations since June 1985 and the 428 

Centennial In Situ Observation-based Estimates of the Variability of SSTs and Marine 429 

Meteorological Variables Version 2 (COBE-SST2; Hirahara et al. 2014) with a resolution of 430 

1° based on in situ observations until May 1985. To enable evaluation of changes in product 431 
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characteristics following the switch from COBE-SST2 to MGDSST, a sub-product using 432 

COBE-SST2 (JRA-3Q-COBE) was also produced for the period from June 1985 to 433 

December 1990. 434 

Although JRA-55 used COBE-SST (Ishii et al. 2005), JRA-3Q uses COBE-SST2, which 435 

has a new method to correct observations for bias. To improve the representation of 436 

spatiotemporal variability of SST in areas where in situ observations are scarce, COBE-437 

SST2 employs a reconstructive method using an empirical orthogonal function defined from 438 

the SST analysis based on in situ observations and satellite observations (1961–2005). 439 

In MGDSST, after multiple satellite observations are divided into specific spatiotemporal 440 

scales using a Gaussian filter, an optimal interpolation method is used to obtain the SST 441 

analysis for each scale, and then the final SST product is obtained by combining them. Note 442 

that the in situ observations are used only for bias correction of the satellite observations. 443 

Because the MGDSST has a higher resolution (0.25°resolution) than the COBE-SST (1° 444 

resolution), steep horizontal gradients of SST, such as the gradients near the western 445 

boundary currents, can be represented more realistically with MGDSST than with COBE-446 

SST. 447 

In addition, it should be noted that there is special data processing in the lake area, as 448 

described in subsection 9.5. 449 

4.2  Sea ice 450 
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The sea ice concentration (SIC) analysis used in the preparation of each SST dataset 451 

presented in Subsection 4.1 is specified as a lower boundary condition of the forecast model. 452 

In COBE-SST2, the SIC analysis was carried out by combining the NASA sea ice 453 

estimation algorithm (Cavalieri et al. 1984, 1991) and the bootstrap method (Comiso et al. 454 

1997) for the period since 1978, when satellite observations are available. Because satellite 455 

observations are not available prior to 1978, the SIC analysis in the Arctic for that time uses 456 

the SIC products from Walsh and Chapman (2001) corrected by the SIC climatology from 457 

satellite observations (1979–1988), and the analysis in the Antarctic region uses the 458 

satellite-observed SIC climatology. While COBE-SST, which is adopted in JRA-55, used SIC 459 

products (Walsh and Chapman 2001) that are not sufficiently represented in some ocean 460 

regions, the SIC in the Sea of Okhotsk has been filled with satellite-observed SIC climatology 461 

in COBE-SST2. 462 

MGDSST uses the SIC analysis created for COBE-SST, which is the same as that used 463 

for JRA-55 (Kobayashi et al. 2015) and based on microwave imager sea ice retrievals by 464 

Matsumoto et al. (2006). 465 

To use the analysis of COBE-SST2 and MGDSST as the lower boundary for the forecast 466 

model, it is necessary to convert the analysis grid into the grid of the forecast model. If the 467 

extent of sea ice before the conversion reaches the sea-land boundary, the extent of sea ice 468 

after the conversion may not reach the sea-land boundary because of slight differences of 469 
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the sea-land grid between the ocean analysis and the forecast model. To resolve this 470 

problem, the sea grid adjacent to the land grid is extrapolated from the SIC analysis.  471 

In the forecast model, the sea ice process is represented by a model that deals with ice 472 

heat transfer by discretizing the ice slab of 1.5 m thickness into four vertical layers. In JRA-473 

55, the sea ice process is represented by a one-layer model with a 2-m-thick ice slab, but 474 

the temperature of the top 0.05 m of ice is the only prognostic variable. Consequently, in 475 

JRA-55, most of the heat exchanged with the atmosphere is used to increase or decrease 476 

the temperature of the top 0.05 m of ice. This problem was solved with the multi-layer model 477 

in JRA-3Q.  478 

The model used in JRA-3Q accounts for tiling between sea ice and open water, which is 479 

an update from the previous model in JRA-55 that assumes no mixed states within a grid—480 

completely covered by sea ice or ice-free, categorized with a sea-ice concentration threshold 481 

of 55%.  482 

The surface-roughness lengths over sea ice are 1.0  10−3 for momentum and 5.0  10−4 483 

m for heat (Yonehara et al. 2017; JMA 2019). The latter was changed from the value in JRA-484 

55, which was set to the same as for momentum (JMA 2013).  485 

4.3  Ozone  486 

The ozone distributions that are used in the JRA-3Q (JRA-3Q Ozone) were produced 487 

separately from the JRA-3Q data assimilation system. The JRA-3Q Ozone data are required 488 
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as the forcing field for the radiation processes in the forecast model and as input data for 489 

the radiative transfer calculations in the data assimilation of satellite radiances. The JRA-3Q 490 

Ozone data were calculated using the TL159L64-resolution version of the global chemistry 491 

climate model (CCM) developed at the Meteorological Research Institute (MRI) (hereafter 492 

referred to MRI-CCM2.1) (Deushi and Shibata 2011; Yukimoto et al. 2019). The model was 493 

developed based on version 1: MRI-CCM1 (Shibata et al., 2005), which was used to 494 

calculate JRA-55 Ozone (Kobayashi et al. 2015). MRI-CCM2.1 updated several important 495 

issues by adding detailed tropospheric chemistry processes (Deushi and Shibata 2011) and 496 

improving stratospheric chlorine and bromine chemistry processes (Yukimoto et al. 2019). 497 

As a result, the ozone biases in MRI-CCM2.1 considerably reduced compared with those 498 

found in MRI-CCM1, which had a positive ozone bias in the troposphere and a negative 499 

ozone bias in the middle and upper stratosphere from 20 hPa to 1 hPa. 500 

It is noteworthy that representations of ozone-depleting substances (ODSs) such as 501 

chlorofluorocarbons and halons in the calculation of JRA-3Q Ozone were improved 502 

compared with those used in the calculation of JRA-55 Ozone. The mixing ratios of ODSs 503 

were treated as prognostic variables in MRI-CCM2.1, and their surface concentrations were 504 

specified based on forcing data of the Coupled Model Intercomparison Project Phase 5 505 

(CMIP5) historical experiment and the Representative Concentration Pathways (RCPs) 6.0 506 

scenario experiment (Taylor et al. 2012 and references therein). In contrast, the mixing ratios 507 
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of ODSs were not treated as prognostic variables in MRI-CCM1. Instead, the time evolution 508 

of the total chlorine and bromine atoms in inorganic source gases was computed in advance 509 

using an off-line, one-dimensional chemistry model. The computed one-dimensional (i.e., 510 

globally uniform) vertical profile was prescribed to the MRI-CCM1 as a function of altitude 511 

and time. This prescribed total chlorine and bromine was used for the calculation of net 512 

chemical productions of the total reactive chlorine and bromine (Kobayashi and Shibata 513 

2011). 514 

In JRA-3Q Ozone, MRI-CCM2.1 was driven by the JRA-55 wind data with a nudging 515 

technique (Kobayashi and Shibata 2011) to reproduce the meteorological fields observed 516 

since 1958. This treatment — using previous wind products for computing ozone transport 517 

— is similar to that in JRA-55. Before 1958, wind data from a JRA-3Q preliminary experiment 518 

were used for the nudging.  (cf. JRA-25/JCDAS winds were used for JRA-55 Ozone.) The 519 

satellite observations of total ozone were assimilated into the model using a nudging 520 

technique (JMA 2019) for the period since 1979. Satellite Level-2 total column ozone 521 

datasets were collected and merged with correction of intersatellite biases using ground-522 

based total ozone observations (Naoe et al. 2020). No ozone observation data were 523 

assimilated prior to 1979. Accordingly, a bias correction for the modeled ozone mixing ratios 524 

was performed for that period. The model bias was estimated from two experiments with 525 

and without the assimilation of satellite total ozone data for the period 1980–1984. A similar 526 
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model bias correction was also conducted for the period before 1958. The model bias during 527 

that time was estimated from two experiments nudged towards the JRA-55 wind and the 528 

JRA-3Q preliminary experimental wind for the period 1961–1965. Above the vertical level of 529 

1 hPa, another kind of model bias correction was applied for the whole JRA-3Q period, 530 

during which time the model bias was estimated with respect to the Stratosphere-531 

Troposphere Processes and Their Role in Climate (SPARC) Halogen Occultation 532 

Experiment (HALOE)/Microwave Limb Sounder (MLS) climatological monthly means for 533 

1991–1997 (Randel et al. 1998). 534 

4.4 Long-lived greenhouse gases 535 

The greenhouse gases considered in the forecast model used in JRA-3Q and JRA-55 are 536 

carbon dioxide (CO2), methane (CH4), nitrous oxide (N2O), and the CFCs 537 

(trichlorofluoromethane [CFC-11], dichlorodifluoromethane [CFC-12], and 538 

chlorodifluoromethane [HCFC-22]). Table 3 lists the data sources for each substance. JRA-539 

3Q uses CO2, CH4, and N2O data compiled by the World Data Centre for Greenhouse Gases 540 

(WDCGG) for the period from the 1980s to 2016; during other periods, JRA-3Q uses 541 

historical forcings and the Shared Socioeconomic Pathway (SSP) 2-4.5 forcing scenario for 542 

the Coupled Model Intercomparison Project Phase 6 (CMIP6; Eyring et al. 2016) conducted 543 

for the Intergovernmental Panel on Climate Change (IPCC) Sixth Assessment Report (AR6). 544 

For CFCs, the 2014 updated version of the A1 scenario from the WMO/United Nations 545 
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Environment Programme (UNEP) Scientific Assessment of Ozone Depletion is primarily 546 

used. Each dataset contains annual average values of greenhouse gas concentrations, and 547 

JRA-3Q uses daily values obtained by linear interpolation of the annual values. 548 

 549 

5. Observations 550 

5.1 Data sources 551 

Because the period prior to 1958 was not covered by the previous Japanese reanalyses, 552 

observational datasets for that period were collected from the following data sources for use 553 

in the JRA-3Q production (Table B1).  554 

Near-surface observations over land were obtained from the Hadley integrated surface 555 

dataset (HadISD) v3.1.0.201911p (Dunn 2019), which was compiled from the National 556 

Centers for Environmental Information (NCEI) Integrated Surface Database (ISD; Smith et 557 

al. 2011) by selecting stations with long-term observations and quality-controlling the data. 558 

For near-surface observations over the sea, marine meteorological data from ships and 559 

buoys were obtained from the International Comprehensive Ocean-Atmosphere Data Set 560 

(ICOADS) Release 3.0 (Freeman et al. 2017). In addition, surface pressures were obtained 561 

from the International Surface Pressure DataBank (ISPD) version 4 (Compo et al. 2019), 562 

which was created to be the observational input for the National Oceanic and Atmospheric 563 

Administration (NOAA)/Collaborative Institute for Research in Environmental Sciences 564 
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(CIRES) 20th Century Reanalysis (20CR) and has also been widely used for other studies.  565 

Upper-air observations were obtained from the Integrated Global Radiosonde Archive 566 

(IGRA) version 2 (Durre et al. 2016), which is collected and maintained by the NCEI. In 567 

addition, upper-air observations were also acquired from the Comprehensive Historical 568 

Upper-Air Network (CHUAN) version 1.7 (Bronnimann and Stickler 2013), which contains 569 

rescued and digitized data before the International Geophysical Year (IGY; 1957–1958). 570 

These two datasets, however, may contain overlaps that are difficult to identify. Preliminary 571 

investigation found that IGRA version 2 generally contains more observed variables than 572 

CHUAN version 1.7 for stations where there is overlap. Accordingly, IGRA was preferred 573 

over CHUAN, and CHUAN data were used only for stations in Japan where there were no 574 

overlaps.  575 

There are few Japanese stations included in these datasets, especially prior to the early 576 

1950s. For example, although more than 10 Japanese stations had already started upper-577 

air observations by 1947, data from only two of those stations extend back to 1947 in IGRA 578 

version 2. Additional data were therefore obtained from land surface observations at nine 579 

stations in Japan and radiosonde observations at Tateno, one of the upper-air observation 580 

stations in Japan. Those data were digitized by the MRI from the original observation 581 

registers. In addition, radiosonde observations in Japan from September to October 1947 582 

were digitized from monthly reports (Central Meteorological Observatory 1948).  583 
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Observations for the period from 1958 are based on those used for JRA-55 (Kobayashi 584 

et al. 2015). Newly available observations, such as reprocessed or recalibrated satellite 585 

climate data records (CDRs), were also collected and used to the extent possible (Fig. 3, 586 

Table B1). For example, JRA-3Q uses atmospheric motion vectors (AMVs) from the GMS-5 587 

and MTSATs that were newly reprocessed by the JMA Meteorological Satellite Center (MSC) 588 

using a derivation algorithm for the Himawari-8 satellite (Abe et al. 2021).  589 

TCBs used in JRA-3Q were newly generated for all TC basins with the JMA’s typhoon 590 

bogussing method (JMA 2019). To generate TCBs, information including the position of a 591 

TC, its central pressure, and radius of 15 m s−1 winds is needed. In the western North Pacific, 592 

such tropical cyclone information was obtained from the International Best Track Archive for 593 

Climate Stewardship (IBTrACS; Knapp et al. 2010) for the period prior to 1951, and the 594 

JMA’s tropical cyclone information has been used for the subsequent time period. In the 595 

other regions, such tropical cyclone information was basically obtained from IBTrACS until 596 

2021 and has been received from tropical cyclone centers thereafter. It should be noted that 597 

there are multiple agencies that provide TC information for each TC basin and IBTrACS is a 598 

collection of TC track and intensity estimates from many sources (details on how TC 599 

information is selected for JRA-3Q is given in Subsection 5.3).  600 

Furthermore, JRA-3Q uses airport observations, zenith total delays (ZTDs) from the 601 

ground-based Global Navigation Satellite System (GNSS) and radiances from hyperspectral 602 
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infrared sounders, which were introduced into the JMA operational system after JRA-55. 603 

The GNSS ZTDs were reprocessed by the MRI for the period 1994–2014 and those 604 

operationally received have subsequently been used. The difference between the time of 605 

the transmission and the time of reception includes not only the delay due to the distance 606 

between the satellite and the receiver but also the delay of propagation due to atmospheric 607 

conditions. Because the GNSS ZTD is related to the integrated water vapor above the 608 

station, assimilation of the ZTD has a positive impact on the accuracy of the analysis of the 609 

water vapor field in the lower troposphere. 610 

5.2 Quality control and data selection 611 

Observations may contain "poor” data for a variety of reasons, including instrument 612 

malfunction and human error. If such erroneous data are used for data assimilation, the 613 

quality of the reanalysis product can be significantly degraded, and the data assimilation 614 

process may terminate abnormally in some cases. It is therefore important to detect low-615 

quality data before data assimilation and correct or eliminate those data in a set of quality 616 

control (QC) and data selection steps. 617 

In general, the first step of data assimilation involves the use of QC processes to 618 

automatically exclude erroneous observations that are inconsistent with other observations 619 

or that deviate significantly from the first guess (Onogi et al. 2007). In addition, observations 620 

that are found to be of low quality as a result of offline QC are blacklisted in advance to 621 
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prevent them from being used for data assimilation.  622 

In addition to "poor" data, observations unsuitable for assimilation are excluded, such as 623 

those that are far less accurate than background, those whose spatial representativeness 624 

considerably differs from that of background, or for which background equivalents cannot 625 

be generated with sufficient accuracy. Observations are thinned to reduce computational 626 

costs and to avoid the effects of observation error correlation that is not accounted for in the 627 

JRA-3Q data assimilation system.  628 

The following subsections explain the principal changes that have been made in the QC 629 

and data selection methods for each type of observation since JRA-55. Details on the quality 630 

control and data selection methods in JRA-55 have been described by Kobayashi et al. 631 

(2015). 632 

a. Conventional data 633 

The QC for conventional data is basically the same as in JRA-55 and consists of a 634 

climatological check, track check, consistency check, and gross error check (Onogi et al. 635 

2007). 636 

For the period from July 2015, JRA-3Q assimilates surface pressures from airport 637 

observations, which was newly introduced into the operational NWP system after JRA-55 638 

(Kosaka 2016). Surface pressures from airport observations are used based on Ingleby 639 

(2014), and the data are assimilated with the same priority as other surface pressures. Note 640 
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that bias correction is not applied to any surface pressures. 641 

JRA-3Q completely excludes surface pressures in tropical latitudes of the Amazon River 642 

basin and Africa for the following reason. A preliminary experiment with JRA-3Q showed that 643 

there were discrepancies between surface pressures from land stations and airport 644 

observations versus the background field in the Amazon River basin, which is similar to what 645 

occurred in the preliminary experiment with JRA-55. Once the land surface was dried up, a 646 

feedback mechanism that reinforced positive increments of surface pressure in the data 647 

assimilation system was maintained, as indicated in JRA-55 by Kobayashi et al. (2015). 648 

When observations of surface pressure over the Amazon River basin were used for the data 649 

assimilation, artificial anticyclonic circulation was produced in the lower troposphere, and 650 

the resultant dry bias was apparent in the Amazon River basin. That dry bias further 651 

reinforced the discrepancies with the background field in the preliminary experiments. The 652 

same mechanism that reinforced feedback was also apparent in tropical Africa.  653 

Radiosonde temperature records contain numerous discontinuities arising from factors 654 

such as modifications in radiosonde instruments. It is crucial to remove the discontinuities 655 

before using these records for climate applications. In JRA-3Q, bias correction of radiosonde 656 

temperatures is applied with RICH with solar elevation dependence (RISE; Haimberger et 657 

al. 2012), which estimates biases either by comparisons with radiosonde temperatures or 658 

by comparison with background departures of surrounding radiosonde stations. In contrast, 659 
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JRA-55 uses the Radiosonde Observation Correction Using Reanalysis (RAOBCORE) 660 

(Haimberger et al. 2008, Haimberger et al. 2012), which estimates biases based on a 661 

comparison of radiosonde temperatures with backgrounds from the ECMWF 45-year 662 

Reanalysis (ERA-40; Uppala et al. 2005) and ERA-Interim (Dee et al. 2011), and thus the 663 

bias correction is dependent on the homogeneity of the reanalyses.  664 

Numerous aircraft observations over the continental United States were thinned to one-665 

fiftieth by preliminary screening for the period from 29 May 2014 in both JRA-3Q and JRA-666 

55. As with JRA-55, aircraft temperatures are not assimilated in JRA-3Q. In the JMA's 667 

operational NWP system, bias corrections are applied to aircraft temperatures using one-668 

month statistics for each aircraft identifier. However, this bias correction method cannot be 669 

applied for reanalysis because the identifiers for older aircraft observations are often 670 

unknown. 671 

Table 4 shows the data counts, rates of rejection due to QC, and rates of use of each type 672 

of conventional observation for the year 2017 in JRA-3Q and JRA-55. The data counts in 673 

Table 4 do not include data excluded by blacklisting or preliminary screening. In JRA-3Q, 674 

there is a slight decrease in the rate of use of surface pressures from land stations, 675 

commercial or research vessels, or buoys compared with their rate of use in JRA-55. This 676 

difference is due to the new use of surface pressures from airport observations with the 677 

same priority as other surface pressures. For each type of observation, the rate of rejection 678 
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has tended to be lower in JRA-3Q than in JRA-55. Because there is no change in the source 679 

of observation data or QC method in JRA-3Q, improved accuracy of the first guess may 680 

have resulted in the lower rate of rejection by the gross error check. 681 

b. Ground-based GNSS zenith total delays (ZTDs) 682 

In the QC for GNSS ZTDs, JRA-3Q does not use ZTDs with stations at an elevation above 683 

5000 m or with data for which the absolute value of the difference between the elevation 684 

and the model surface exceeds 300 m. In the climatological check, ZTDs less than 1000 685 

mm or greater than 3000 mm are rejected. In the spatial consistency check, ZTDs are 686 

rejected if the absolute value of the background departure is greater than 50 mm and the 687 

absolute value of the difference between the background departure of the station and the 688 

average of background departure at neighboring stations within 100 km is greater than 50 689 

mm. 690 

c. Satellite radiances 691 

1) Infrared sounders 692 

For newly introduced hyperspectral infrared sounders (Okagaki 2015), channels within a 693 

CO2 absorption band sensitive to temperature are used for assimilation from the 694 

Atmospheric Infrared Sounder (AIRS) on Aqua, the Infrared Atmospheric Sounding 695 

Interferometer (IASI) on the Meteorological Operational satellite (Metop) satellites, and the 696 

Cross-track Infrared Sounder (CrIS) on the Suomi-NPP and NOAA-20 satellites. Infrared 697 
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radiation is strongly absorbed by clouds, but it is difficult for the current data assimilation 698 

system to fully account for cloud effects. The split window method (Inoue 1985) is thus used 699 

to detect clouds, and the CO2 slicing method (Eyre and Menzel 1989) is used to estimate 700 

cloud-top height. 701 

The use of infrared sounders other than hyperspectral infrared sounders is basically the 702 

same as in JRA-55 (Kobayashi et al. 2015), except that the thinning interval for radiances 703 

from the High Resolution Infrared Radiation Sounder (HIRS) and Stratospheric Sounding 704 

Unit (SSU) was reduced from 250 km in JRA-55 to 125 km in JRA-3Q.  705 

2) Microwave imagers 706 

The QC for radiances from the 19, 24, 37, and 89 GHz vertical polarization channels on 707 

the new GPM Microwave Imager (GMI) and Micro-Wave Radiation Imager (MWRI) is the 708 

same as that on other microwave imagers. For snow depth analysis, new retrievals from the 709 

Advanced Microwave Scanning Radiometer-2 (AMSR-2) as well as retrievals from the 710 

Special Sensor Microwave/Imager (SSM/I) and the Special Sensor Microwave Imager 711 

Sounder (SSMIS) used in JRA-55 are used in JRA-3Q to estimate daily snow cover. 712 

3) Microwave sounders 713 

JRA-3Q assimilates newly available radiances from tropospheric temperature-sounding 714 

channels of ATMS and humidity-sounding channels of the Special Sensor Microwave Water 715 

Vapor Profiler (SSM/T-2), SSMIS, ATMS, Sondeur Atmospherique du Profil d'Humidite 716 
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Intertropicale par Radiometrie (SAPHIR), and GMI (Tables 5 and 6) in addition to the 717 

microwave sounders used in JRA-55 (Kobayashi et al. 2015).  718 

For SSM/T-2, there are periods during which the method of rain detection used for the 719 

AMSU-B / MHS cannot be applied because of a failure of window channels. Cloud detection 720 

is therefore performed using two criteria: a viewing-angle-dependent threshold on the 721 

brightness temperature from the upper tropospheric humidity channel (at 183.31 ± 1.0 GHz) 722 

(𝑇1
b) and a threshold based on the difference between the brightness temperature from the 723 

middle tropospheric humidity channel (at 183.31 ± 3.0 GHz) (𝑇3
b) and 𝑇1

b (Kobayashi et al. 724 

2017).  725 

Radiances from the SSMIS humidity-sounding channels are calibrated with the unified 726 

preprocessing scheme (Bell et al. 2008) and assimilated only under clear-sky conditions 727 

over the ocean (Murakami and Kazumori 2017). Cloud/rain detection is performed using a 728 

combination of the 37-, 91-, and 183-GHz channels, which have large sensitivities to cloud 729 

liquid particles, snow crystals, and ice crystals, respectively.  730 

Because SAPHIR has no window channels available for cloud detection, cloud-affected 731 

radiances are detected and screened out using empirical cloud-detection thresholds for 732 

background departures of the humidity-sounding channels. Radiances from SAPHIR over 733 

land are also removed to avoid surface signal contamination under dry atmospheric 734 

conditions (Kazumori 2016b).  735 



   

 

 38 

Radiances from the GMI humidity-sounding channels (183.31 ± 3 and 183.31 ± 7 GHz) 736 

are assimilated after screening out cloud-affected data by using background departures of 737 

the window channel (166 GHz) (Kazumori 2016a).  738 

Radiances from AMSU-B and MHS over land are assimilated in addition to those over the 739 

ocean using an atlas of land-surface emissivity and hourly forecasts of land-surface 740 

temperature from the forecast model (Kazumori 2012). In JRA-55, the radiance simulation 741 

for channels that have a large sensitivity to the surface is not sufficiently accurate because 742 

the surface emissivity over land is fixed at 0.9, and the atmospheric temperature at the 743 

lowest model level from the short-range forecast is used as a substitute for the temperature 744 

of the land surface. JRA-3Q has solved this problem and assimilated radiances from AMSU-745 

B and MHS over both land and ocean, which in JRA-55 were limited to the ocean area.  746 

For the Microwave Sounding Unit (MSU), the thinning interval was reduced from 250 km 747 

in JRA-55 to 125 km in JRA-3Q.  748 

4) Clear-sky radiances (CSRs) 749 

JRA-3Q takes advantage of improvements in the use of CSRs (Okabe 2019). Specifically, 750 

except for the GMS-5 and MTSATs, the surface emissivity atlas of the University of 751 

Wisconsin (Borbas and Ruston 2010) is used to improve the accuracy of radiative transfer 752 

calculations (see subsection 2.1.b). For Himawari-8, the Geostationary Operational 753 

Environmental Satellite (GOES) 16, and the Meteosat Second Generation (MSG) satellite, 754 
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surface temperatures are retrieved from the CSRs of the infrared window channel instead 755 

of using the first guess. The CSRs from the upper-middle tropospheric water vapor channels 756 

of Himawari-8 and GOES 16 as well as the mid-tropospheric water-vapor channel of MSG 757 

are then assimilated in addition to the CSRs from the upper-tropospheric water-vapor 758 

channel, which are already assimilated in JRA-55. The CSRs at altitudes above 4000 m in 759 

model elevation are excluded because the difference between the model elevation and the 760 

actual elevation is too large for the radiative transfer calculation to be sufficiently accurate 761 

and because there is little water vapor information in the CSRs in the high-elevation region. 762 

In JRA-55, the CSRs from Himawari-8 were assimilated hourly, whereas other CSRs were 763 

assimilated every two hours. In JRA-3Q, all CSRs are now assimilated hourly. 764 

d. Atmospheric Motion Vectors (AMVs) 765 

The low Earth orbit–geostationary (LEO-GEO) AMV (Lazzara et al. 2014) developed by 766 

the Cooperative Institute for Meteorological Satellite Studies (CIMSS) has recently been 767 

assimilated into the operational NWP system (Yamashita 2014) and is used in JRA-3Q. The 768 

LEO-GEO AMV is calculated using a composite of images observed by polar-orbiting 769 

satellites and images observed by geostationary meteorological satellites. It can cover a 770 

data gap in the latitudinal band of ~60°. Such a gap cannot be filled by polar-orbiting 771 

satellites or geostationary meteorological satellites alone. The QC of this AMV is based on 772 

the QC of other AMVs, which is already used in the operational system.  773 
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e. Scatterometer ocean surface winds 774 

The data selection method has been changed for the Active Microwave Instrument (AMI) 775 

and Advanced Scatterometer (ASCAT) so that their data could be used even for winds 776 

stronger than 15 m s–1. For AMI and ASCAT, JRA-55 did not use winds stronger than 15 m 777 

s–1 (Kobayashi et al. 2015) because the first guess had a positive bias against winds from 778 

ASCAT in regions where the winds were strong. This bias prevented effective use of winds 779 

in those regions. Later, as the JMA global NWP system was improved, the accuracy of wind 780 

forecasts over the ocean was improved, and the positive bias of the first guess in the above-781 

mentioned regions of strong winds was reduced.  782 

f. GNSS–Radio Occultation (GNSS-RO) bending angles 783 

The assimilated variable of GNSS Radio Occultation (GNSS-RO) observation has been 784 

switched from refractivity in JRA-55 (JMA 2013) to bending angle in JRA-3Q (Owada and 785 

Moriya 2015, Owada et al. 2018). Bending angles are assimilated with the one-dimensional 786 

bending angle observation operator included in the software Radio Occultation Processing 787 

Package (ROPP) version 8.0, which was developed by the Radio Occultation Meteorology 788 

Satellite Application Facility (ROM SAF). In JRA-55, refractivities were not used at altitudes 789 

above 30 km because they were derived using climatological atmospheric profiles and 790 

therefore considered to be affected by those profiles (Healy 2008). This altitude restriction 791 

was removed following the switch of the assimilated variable to bending angle. In addition, 792 
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because the derivation of refractivity requires not only an observation at the target altitude 793 

but also information from above that altitude, the errors of the refractivities within the same 794 

profile are correlated with each other. The refractivities in each profile were therefore thinned 795 

at 500-m vertical intervals. In contrast, because no such correlations between errors have 796 

been found for bending angles (Rennie 2010), the method of data selection has been 797 

modified so that no vertical thinning is performed. 798 

5.3  Tropical cyclone bogussing 799 

To improve the accuracy of TC analysis, JRA-3Q assimilates TCBs instead of 6-hourly 800 

wind profile retrievals surrounding tropical cyclones (TCRs, Fiorino 2002). The latter were 801 

assimilated in JRA-55, but resulted in an artificial downward trend in the global average of 802 

10-m maximum wind speeds near the center of TCs in JRA-55. That trend was attributed to 803 

an artificial downward trend of the wind speed in the TCRs (Kobayashi et al. 2015). 804 

In the method of TCBs, a characteristic TC structure is first estimated using TC information 805 

such as central position, central pressure, and 15 m s–1 gale-force wind radius, and then 806 

pseudo-observation (i.e., TC bogus) data are generated based on that TC structure. TC 807 

bogus data consisting of mean sea level pressure and winds at 850 hPa and 300 hPa are 808 

assimilated together with other observations. Many meteorological centers provide TC 809 

information, and Table 7 lists the specific agencies that provided data in each area for JRA-810 

3Q. 811 
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Note that even for the same TC, the radius of gale-force winds varies greatly depending 812 

on the agency that provided the data. Because the JMA typhoon bogus generation method 813 

was developed based on JMA’s best track data, adequate TCBs cannot be generated using 814 

the radii of gale-force winds reported by other centers. The reported radius of the gale-force 815 

winds is therefore used only with JMA data; otherwise, with data from other centers, the 816 

radius of the gale-force winds is estimated from the central pressure by using the following 817 

regression equation based on JMA’s best track data: 818 

𝑅15 = −4.335 × 𝑃 + 4566.5, 819 

where 𝑅15 is the 15 m s−1 gale-force wind radius (km) and 𝑃  is the central pressure 820 

(hPa). The regression equation was also used for JMA’s best track data if the gale-force 821 

wind radius was not available, which is typically the case prior to 1977. 822 

It should also be noted that TC information does not include central pressures for some 823 

periods. In that case, the central pressure is estimated using the equation of Atkinson and 824 

Holliday (1977) as follows: 825 

𝑉 = 6.7(1010 − 𝑃)0.644, 826 

where 𝑉  is the maximum sustained 1-min wind speed (m s–1). 827 

5.4 Changes in input observations 828 

Figure 4 shows time series of monthly mean counts of conventional observations 829 

assimilated in the atmospheric analysis component of JRA-3Q and JRA-55 in five latitudinal 830 
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bands. For the period before the IGY, most of the assimilated observations were 831 

conventional surface pressures, and the other observations, including upper-air 832 

observations, were few in number compared with the period after the IGY. The number of 833 

upper-air observations gradually increased from year to year after the IGY, mainly in the 834 

mid- to high latitudes of the Northern Hemisphere and the tropics; however, the number of 835 

such observations remained small in the polar region and mid-latitudes of the Southern 836 

Hemisphere even after the IGY. In addition, the number of surface pressures has increased 837 

in the mid- to high latitudes of the Northern Hemisphere since 2015 compared with the 838 

number in JRA-55 because of the assimilation of surface pressures from airport 839 

observations. However, the number of surface pressures assimilated in the tropics after the 840 

IGY is smaller in JRA-3Q than in JRA-55 because of the complete exclusion of surface 841 

pressures over tropical Africa and the Amazon basin in JRA-3Q, as described in Subsection 842 

5.2.a. 843 

Figures 5 and 6 show the global monthly mean counts of aircraft observations, ground-844 

based remote sensing observations, and satellite observations assimilated in the 845 

atmospheric analysis component of JRA-3Q and JRA-55. The use of new reprocessed data 846 

with extended period back in the past made scatterometer and GNSS-RO observations 847 

available from about five years earlier in JRA-3Q than in JRA-55. The increase in the number 848 

of assimilated GNSS-RO observations, compared with the number assimilated in JRA-55, 849 
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is remarkable. This increase is due mainly to the improved method of assimilation of the 850 

GNSS-RO observations in the operational NWP system, as described in Subsection 5.2.f. 851 

For satellite radiances, the number of assimilated observations has also increased in JRA-852 

3Q compared with JRA-55, especially before 2000. This increase is due to a reduction of 853 

the thinning interval for radiances from HIRS, SSU, and MSU (see Subsections 5.2.c.1 and 854 

5.2.c.3 for details) as well as to the enrichment of satellite observations of humidity through 855 

the introduction of SSM/T-2 and the use of reprocessed microwave imagers and humidity 856 

sounders. Furthermore, JRA-3Q assimilates new observations such as ground-based 857 

GNSS ZTDs and hyperspectral sounder radiances. As a result, the number of observations 858 

assimilated in JRA-3Q has increased overall compared with the number assimilated in JRA-859 

55. 860 

 861 

6. Production 862 

In JRA-3Q, the period covered is divided into three streams to shorten the production 863 

time: Stream A (from 1991 onward), Stream B (October 1959 to December 1990), and 864 

Stream C (September 1947 to September 1959). The production of Stream A is continuing 865 

on a near-real time basis. It must be noted that the period from May 2013 to December 2021 866 

was recalculated to correct a problem caused by inappropriate TCBs in areas other than the 867 

western North Pacific. 868 

As a result, the combined dataset shown in Fig. 7 has three discontinuities: 1 October 869 
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1959, 1 January 1991, and 1 January 2022. Details of the products from the JRA-3Q system 870 

are given in JMA (2022a, 2022b). 871 

 872 

7. Basic performance of the data assimilation system 873 

7.1 Two-day forecast scores 874 

Figure 8 shows time series of root mean square (RMS) errors of two-day forecasts of the 875 

geopotential height at 500 hPa averaged over the extratropical Northern and Southern 876 

Hemispheres, and Fig. 9 shows those for the wind vector in the upper and lower troposphere 877 

averaged over the tropics, in JRA-3Q, JRA-55, JRA-25, and the JMA operational system, 878 

verified against their own analyses. The comparison is not made using a common standard 879 

because the forecasts were carried out using their own forecast models. Nevertheless, it 880 

can provide useful insights into the consistency of the analyses and forecasts, the impact of 881 

changes in observing systems, and the temporal consistency of each product.  882 

The decrease in the RMS errors from JRA-25 to JRA-55 to JRA-3Q apparent in Figs. 8 883 

and 9 shows that there was a steady improvement in the performance of the JMA data 884 

assimilation systems. The improvement of the forecast scores has arguably been brought 885 

about to some extent by the increased number and improved quality of observations such 886 

as reprocessed satellite data. In particular, the RMS errors of the geopotential height at 500 887 

hPa in JRA-3Q were reduced significantly in the extratropical Southern Hemisphere during 888 

the 1990s. This reduction was most likely due to the reduced thinning interval for radiances 889 
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from HIRS, SSU, and MSU (see Subsections 5.2.c.1 and 5.2.c.3 for details) and adjusted 890 

background error variances (Subsection 3.2.a). The smaller variations of the forecast scores 891 

across periods and regions in JRA-3Q versus JRA-55 indicate that the JRA-3Q product is 892 

more homogenous than the JRA-55 product.  893 

In contrast, during the pre-satellite period (until 1972), the forecast scores of both JRA-894 

3Q and JRA-55 gradually deteriorated in the extratropical Southern Hemisphere and tropics, 895 

despite the expansion of the observing system. The low RMS errors in these regions during 896 

this earlier period most likely resulted from the fact that observations were too few to have 897 

a significant effect on data assimilation. In such a case, the RMS error is not an appropriate 898 

indicator of analysis quality, and the smallness of RMS errors should be interpreted as the 899 

lack of quality of the verifying analysis. Thus, the sparseness of the observations available 900 

for this period remains a challenging issue for data assimilation.  901 

7.2 Background fits to observations 902 

Because background departures are basically independent of the prescribed parameters 903 

of a data assimilation system such as background and observation error, their statistics can 904 

provide useful information for evaluating the performance of the forecast model and biases 905 

in observations. We compare in Fig. 10 time series of global means and RMS of the 906 

background departures of radiosonde temperatures used in JRA-3Q, JRA-55, and JRA-25.  907 

The time series of global mean departure at levels near 250 hPa (Fig. 10c) show that the 908 
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warm bias in the upper troposphere is significantly diminished in JRA-3Q compared with 909 

JRA-55. At levels near 850 hPa, the positive global mean departures in JRA-25, JRA-55, 910 

and JRA-3Q suggest a cold bias in the lower troposphere. Nevertheless, the reduction of 911 

the global mean departures in JRA-3Q indicates that the cold bias has been mitigated (Fig. 912 

10g). The RMS departures of JRA-3Q in the troposphere (Figs. 10d, f, h) also demonstrate 913 

moderately improved consistency with radiosonde temperatures from the 1980s compared 914 

with those of JRA-55.  915 

At levels near 30 hPa, in contrast, the sharp increases exhibited by the global mean 916 

departures in JRA-3Q after large volcanic eruptions, specifically in 1982 (El Chichón) and 917 

1991 (Mt. Pinatubo), suggest a diminished representation of volcanic-induced temporal 918 

warming in the stratosphere (Fig. 10a). Because the forecast models of JRA-25, JRA-55, 919 

and JRA-3Q do not take into account interannual variations of volcanic aerosols, the 920 

difference in the representation of warming was most likely caused by a difference in the 921 

impact of radiosonde observations, which are important observations for constraining model 922 

biases and anchoring variational bias correction applied to satellite radiances. In the middle 923 

troposphere prior to the late 1970s and in the stratosphere, there is also a slight deterioration 924 

in the consistency of radiosonde temperatures in JRA-3Q compared with JRA-55. These 925 

deteriorations are most likely because the background error covariances used for JRA-3Q 926 

are basically the same as those used for the operational system, which have been optimized 927 



   

 

 48 

for the current, enhanced observing system. Such background error covariances are 928 

characterized by shorter horizontal correlation lengths than the ones used for JRA-55 (Fig. 929 

11), which means that observations have a shorter spatial effect on the assimilation system 930 

in JRA-3Q and might explain why errors in background fields were insufficiently corrected in 931 

past periods of sparse observations. Further studies are required to examine whether such 932 

sparse observations would still be able to constrain a systematic model error in the case of 933 

increased horizontal correlation lengths.  934 

The very large global mean and RMS departures during the 1940s are due primarily to a 935 

decreased accuracy of background fields. It must be noted that temporal variations of mean 936 

and RMS departures during this period are greater than those during later periods, which 937 

might be partly attributed to larger statistical uncertainties because upper-air observations 938 

during this period are available in very small numbers and located in limited areas in the 939 

Northern Hemisphere.  940 

 941 

8. Major improvements from JRA-55 942 

8.1 Global energy budget 943 

The global energy budget is affected by increasing concentrations of greenhouse gases, 944 

changing concentrations of aerosols, and associated feedbacks and is of great interest 945 

along with the intensity and temporal variation of the water cycle. In atmospheric reanalysis, 946 

the temporal conservation of energy is not guaranteed because analysis increments are 947 
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added through data assimilation processes. However, evaluating the global mean energy 948 

budget of the reanalysis can provide useful insights regarding the performance of the data 949 

assimilation system, especially the physical processes of the forecast model used in the 950 

system, as well as the performance of reanalysis products as driving fields for ocean and 951 

land surface models. With the recent improvement of satellite observations, radiation at the 952 

top of the atmosphere (TOA) has been accurately measured. Wild et al. (2013) have 953 

estimated the global mean energy budget and ranges of uncertainty at the TOA and the 954 

Earth’s surface using satellite and surface observations and the results of the simulations 955 

performed in CMIP5. We evaluated various JRA-3Q energy fluxes using revised values of 956 

these estimates (Forster et al. 2021, Wild et al. 2015, 2019; hereafter referred to as W19) 957 

which are assessed based on multiple lines of evidence, including the satellite observations 958 

used in these estimates (CERES-EBAF Edition 4.0, Loeb et al. 2018, Kato et al. 2018) and 959 

the air-sea flux dataset (OAflux, Yu 2019). 960 

Table 8 shows the components of the global mean annual energy budgets for TOA from 961 

W19, reanalyses (JRA-25, JRA-55, JRA-3Q, and ERA5), and CERES-EBAF. The values of 962 

both the TOA solar incoming and reflected radiation from JRA-3Q are within the ranges of 963 

uncertainty of W19, and the net absorbed solar radiation from JRA-3Q exceeds that from 964 

JRA-55 by 3 W m−2. The TOA outgoing thermal (longwave) radiation of JRA-3Q is closer to 965 

the estimated value of W19 than that of JRA-55, but it still has a bias of about 10 W m−2.  966 
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Figure 12 compares the spatial distributions of the radiation fluxes from JRA-3Q and JRA-967 

55 with those from CERES-EBAF. There is an excessive reflection of solar radiation over 968 

low-latitude oceans and an under-estimation over mid- and high-latitude oceans in the 969 

reanalyses, but the excessive reflections are reduced over the tropical regions in the JRA-970 

3Q. The reduction in excess reflection is most likely due to the change in the cloud overlap 971 

assumption for shortwave radiation in the forecast model used in JRA-3Q (Subsection 3.1b) 972 

and resulting improved representation of optical depth of clouds. The improvement in the 973 

other regions may also be attributed to improved representation of low-level clouds due to 974 

improvements in the oceanic stratocumulus scheme and other factors. The spatial 975 

distribution of outgoing longwave radiation shows an excess bias in areas of active 976 

convection in the vicinity of the maritime continent, Central Africa and Amazonia, but the 977 

bias from satellite observations is smaller in JRA-3Q than in JRA-55. This reduction of bias 978 

is most likely attributable to the improved scheme for cloud ice fall and conversion to 979 

precipitation (Subsection 3.3). As a result, the global mean net flux at the TOA from JRA-3Q 980 

is −5.5 W m−2, about half the corresponding flux from JRA-55. Although this estimate is an 981 

improvement over JRA-55, it still indicates a cooling of the climate system. The estimate 982 

from ERA5 (+0.7 W m−2) is within the range of uncertainties of W19, which indicates a net 983 

energy gain corresponding to the current anthropogenic climate change. Future Japanese 984 

reanalyses should improve the radiation components, in particular outgoing longwave, and 985 



   

 

 51 

resulting global energy budget. 986 

Figure 13 shows the evolution of the global mean energy flux at the TOA. The time series 987 

of reflected solar and outgoing longwave radiation of JRA-3Q and CERES-EBAF are in good 988 

agreement for the period 2002–2012. The reflected solar radiation of JRA-55 shows jumps 989 

in the 1970s and mid-2000s that are probably due to the impact of changes in observing 990 

systems. The forecast model used in JRA-55 has a dry bias in the regions of deep 991 

convection, which makes JRA-55 particularly susceptive to changes in satellite humidity 992 

observing systems. Such susceptibility has been greatly decreased due to a significant 993 

reduction or elimination of the dry bias in JRA-3Q (see Subsection 9.2 for details).  994 

Meanwhile, the time series of reflected solar radiation from JRA-3Q does not show the 995 

impact of stratospheric aerosols caused by volcanic eruptions. In contrast, the time series 996 

from ERA5 represents these impacts as spike-like increases in the mid-1960s, mid-1980s, 997 

and early 1990s. In addition, the incoming solar radiation of CERES-EBAF shows temporal 998 

variations that correspond to sunspot cycles, but JRA-3Q does not. Incorporation of the 999 

effects of volcanic eruptions and sunspot cycles by taking account of interannual variations 1000 

of volcanic aerosols and solar constants in the forecast model should be addressed in future 1001 

Japanese reanalyses. 1002 

Table 9 shows the components of the global mean annual mean energy budgets at Earth's 1003 

surface from W19, reanalyses, and CERES-EBAF. The global mean radiative fluxes and 1004 
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sensible heat flux of JRA-3Q are all within the ranges of uncertainty of W19. The latent heat 1005 

flux is excessive by about 7 W m−2 compared with the W19 estimation. As a result, the net 1006 

energy flux at the Earth’s surface amounts to −4.4 W m−2 in JRA-3Q, which differs from the 1007 

W19 estimate (0.6 W m−2) by about −5 W m−2. The net energy flux over the ocean in JRA-1008 

3Q is −6.5 W m−2, significantly closer to the estimate of Wild et al. (2015) (+0.8 W m−2) 1009 

compared with the estimate of −15.9 W m−2 in JRA-55. This better agreement is due to 1010 

overall improvements in parameterizations of physical processes. The negative value in 1011 

JRA-3Q indicates global cooling of the ocean, whereas the estimate of Wild et al. (2015) is 1012 

positive, indicating ocean heat uptake resulted from anthropogenic global warming. 1013 

According to Valdivieso et al. (2017), many of the reanalysis systems that were part of the 1014 

Ocean/Coupled Reanalysis Intercomparison Project showed positive values, albeit with a 1015 

large spread compared to the uncertainty of W19. Improving the surface energy balance is 1016 

another issue that should be considered in future Japanese reanalyses. 1017 

Figure 14 shows the spatial distributions of annual mean energy fluxes at the Earth's 1018 

surface. There is less bias of each energy flux in the tropics in JRA-3Q than in JRA-55. In 1019 

particular, the negative biases in net radiation flux near the maritime continent in JRA-55 are 1020 

changed to positive biases in JRA-3Q. This resulted in a reduced bias on average over the 1021 

entire tropical ocean. This change of the spatial pattern is most likely due to improved 1022 

estimates of downward solar radiation associated mainly with the improved cloud radiation 1023 
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scheme. Improved net radiation fluxes in Australia, South Africa, southern South America, 1024 

the western United States, and the Middle East are most likely attributable to the updated 1025 

bare soil albedo (Subsection 3.6). 1026 

8.2  Tropical cyclones 1027 

To address the issue of unrealistic long-term weakening trend of TCs in JRA-55 1028 

(Kobayashi et al. 2015), JRA-3Q changed from the TCR calculation method used in JRA-55 1029 

to the TCB generation method based on the JMA operational system (Subsection 5.3). This 1030 

subsection describes the evaluation results for the representation of TCs in JRA-3Q in terms 1031 

of detection rate, maximum wind speed. For the evaluation, the observational best tracks 1032 

produced by the Joint Typhoon Warning Center (JTWC) (Chu et al. 2002) and the National 1033 

Hurricane Center (NHC, Landsea and Franklin 2013) were used because those sources of 1034 

data have a high rate of recording of maximum wind speeds. Different best tracks were used 1035 

for each area of the ocean to calculate detection rates: Those of JTWC were used for the 1036 

western North Pacific, the North Indian Ocean, and the Southern Hemisphere, and those of 1037 

NHC were used for the eastern North Pacific and North Atlantic. Note that the best track 1038 

data used for the evaluation is not the same as that used for TCB generation. 1039 

Figure 15 shows the rates of TC detection in JRA-3Q and JRA-55 calculated by the 1040 

method of Hatsushika et al. (2006). As mentioned above, the rate of detection in JRA-55 1041 

has been declining since the late 1980s. In contrast, because the weakening trend seen in 1042 
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JRA-55 has been resolved in JRA-3Q, the rate of detection in JRA-3Q generally exceeds 1043 

90% throughout the analysis period. This improved detection rate is mainly attributed to the 1044 

use of JMA’s own TCBs, which appropriately estimate and capture the strength of TCs 1045 

regardless of the availability of gale-force wind radius and central pressure (as described in 1046 

section 5.3). It should also be noted that the JRA-55 TCR has an issue with the estimation 1047 

method during periods when gale-force wind radius data are not available (Kobayashi et al. 1048 

2015).  1049 

 JRA-3Q also assures long-term consistency in terms of maximum wind speeds, 1050 

compared with JRA-55 (Fig. 16). The best track shows no long-term trend of changes, but 1051 

a temporary strengthening is apparent from the late 1950s to the early 1960s, and there is 1052 

a sharp strengthening in the 2000s. The best track data are not necessarily produced with 1053 

a frozen algorithm nor based on observations of temporary consistent quality, therefore 1054 

these variations might be unrealistic. In contrast, a more stable trend throughout the period 1055 

compared to the best track is apparent in JRA-3Q. However, it should be noted that the 1056 

maximum wind speeds of TCs in JRA-3Q are about 50–60% of the best track wind speed, 1057 

which is mainly due to difference of spatial representativeness. This figure demonstrates 1058 

improved consistency of JRA-3Q as well as indicates the limitations of the representation 1059 

performance of tropical cyclones in global atmospheric reanalyses at present. 1060 

  1061 

9. Basic characteristics of JRA-3Q 1062 
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9.1 Temporal consistency of temperature analysis 1063 

In recent reanalyses, the representation of trends is generally improved compared to the 1064 

previous generation of reanalyses because the methods to correct for bias of satellite 1065 

radiances are more sophisticated (e.g., Simmons et al. 2014, 2017). In contrast, state-of-1066 

the-art systems cannot successfully assimilate past sparse data, resulting in lowered 1067 

temporal consistency (e.g., Simmons et al. 2020) if background error covariances are 1068 

optimized for the current enhanced observing systems. Because JRA-3Q is expected to be 1069 

used in a wide range of disciplines, including studies of multidecadal variability and climate 1070 

change, it is very important to assess its temporal consistency. Here, we compare low-1071 

frequency variability and trends apparent in JRA-3Q with those in JRA-55 and independent 1072 

observational datasets.  1073 

a. Surface 1074 

Figure 17 shows global monthly mean surface temperature anomalies in JRA-3Q, JRA-1075 

55, ERA5, and independent observational datasets. The independent observational 1076 

datasets are the Met Office Hadley Centre/Climatic Research Unit global temperature 1077 

dataset (HadCRUT5 analysis; Morice et al. 2021), NOAA Global Surface Temperature 1078 

Dataset (NOAAGlobalTemp; Huang et al. 2020), Goddard Institute for Space Studies 1079 

Surface Temperature (GISTEMP; Lenssen et al. 2019), and Berkeley Earth (Rohde and 1080 

Hausfather 2020). It must be noted that the global mean surface air temperatures in JRA-1081 
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3Q and JRA-55 were calculated using analysis fields over land and background fields over 1082 

the ocean, because analysis fields over the ocean were most likely to be affected by biases 1083 

of observations of air temperature from ships (Simmons et al. 2004). In fact, the use of 1084 

analysis fields over the ocean raises global mean surface air temperature anomalies by 1085 

about 0.1 K for the period from the 1970s to the 1980s (not shown).  1086 

In JRA-3Q, ERA5 and all the independent observational datasets but GISTEMP, the top 1087 

three warmest years coincide, with the higher years being 2016, 2020 and 2019. All datasets 1088 

are agreed on the three years but with a different order 2016, 2019 and 2020 in JRA-55 and 1089 

2020, 2016 and 2019 in GISTEMP. Difference between JRA-3Q and JRA-55 in their rankings 1090 

of the warmest years is mainly due to differences in anomalies over the polar regions and 1091 

Africa, especially over the Arctic Ocean where JRA-55 had larger positive anomalies in the 1092 

case of the year 2019. There are also relatively large differences among the datasets before 1093 

the late 1970s, mainly because of differences in temperature estimates over sea ice and 1094 

Antarctica, where observations were sparse. The difference between JRA-55 and JRA-3Q 1095 

might also be related to the introduction of tiling between sea ice and open water in the 1096 

forecast model (see Subsection 4.2 for details). Background temperatures over sea ice have 1097 

become more sensitive to changes in SIC in JRA-3Q. Therefore, the temporal consistency 1098 

of SICs should be improved for better representation of low-frequency variability in 1099 

temperature over sea ice.  1100 
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b. Lower troposphere to lower stratosphere 1101 

Figure 18 compares global monthly mean temperature anomalies in JRA-3Q, JRA-55, 1102 

and independent observational datasets for four layers from the lower troposphere to the 1103 

lower stratosphere. The independent observational datasets are the Hadley Centre’s 1104 

radiosonde temperature products (HadAT2, Thorne et al. 2005) and MSU and AMSU 1105 

microwave temperature sounder products from the Remote Sensing Systems (RSS) v4.0 1106 

(Mears and Wentz 2016, 2017), the University of Alabama in Huntsville (UAH) v6.0 (Spencer 1107 

et al. 2017), and NOAA v4.1 (Zou and Wang 2011).  1108 

The JRA-3Q time series displays variations very similar to those in the radiosonde and 1109 

microwave temperature sounder products, except for periods after large volcanic eruptions. 1110 

In particular, the cooling trend of the lower stratosphere is underestimated in JRA-55, 1111 

whereas the trends almost coincide in JRA-3Q and HadAT2 (Fig. 18a). Ozone data and the 1112 

bias correction process for radiosonde temperatures are possible factors relevant to the 1113 

improved representation of the stratospheric cooling trend. JRA-55 used climatological 1114 

monthly mean ozone data until 1978, whereas JRA-3Q uses the ozone reanalysis data 1115 

generated by MRI-CCM2.1 for the entire period (see Subsection 4.3 for details). Radiosonde 1116 

temperatures in JRA-3Q are bias-corrected with RISE v1.7.2, whereas the temperatures in 1117 

JRA-55 were bias-corrected until 2006 with RAOBCORE V1.4, which shows a rather small 1118 

cooling trend in the lower stratosphere (Haimberger et al. 2012).  1119 
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c. Middle to top stratosphere 1120 

Figure 19 compares global monthly mean temperature anomalies of JRA-3Q, JRA-55, 1121 

and independent observational datasets for the middle, upper, and top stratosphere. Here 1122 

we used the following latest independent observational datasets: the Stratospheric 1123 

Sounding Unit (SSU) and MLS stratospheric temperature products from the National Center 1124 

for Atmospheric Research (NCAR) (Randel et al. 2016) and the SSU and AMSU-A 1125 

stratospheric temperature products from NOAA v3.0 (Zou and Qian 2016). The previous 1126 

versions of independent observational datasets based on the SSU data have large 1127 

uncertainties (Thompson et al. 2012), and those datasets are not available after mid-2006 1128 

because of the termination of SSU observations. In the latest versions, reprocessing of the 1129 

SSU records has reduced their uncertainties, and the datasets have been extended from 1130 

2006 onward using stratospheric temperatures from more recent satellite instruments 1131 

(Maycock et al. 2018).  1132 

Trends represented in JRA-3Q from the 1980s are generally consistent with those in the 1133 

two satellite-based datasets. The JRA-55 time series exhibits unrealistic variations, 1134 

especially the warming in the upper stratosphere during the period from the late 1950s to 1135 

the 1960s. The unrealistic variations in JRA-55 were most likely caused by a cold bias of the 1136 

forecast model that was not constrained because of the paucity of radiosonde observations 1137 

that reached above 10 hPa during that period. In JRA-3Q, such unrealistic variations have 1138 
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been diminished, most likely because of a reduced cold bias in the upper stratosphere in 1139 

the forecast model.  1140 

However, the low-frequency variability is considerably smaller in JRA-3Q than in the two 1141 

satellite-based datasets, and even weaker than in JRA-55 because of the fact that the 1142 

interannual variations of volcanic aerosols and solar constants are not taken into account, 1143 

and climatological water vapor concentrations are used for the stratosphere in the radiation 1144 

schemes of both JRA-3Q and JRA-55. In addition, as discussed in Subsection 7.2, the 1145 

background error covariances used in JRA-3Q are optimized for the current enhanced 1146 

observing system, and their characterization by shorter horizontal correlation lengths than 1147 

the ones used in JRA-55 might explain why the model bias is insufficiently constrained where 1148 

observations are sparse. To improve the representation of stratospheric temperature 1149 

variability, it is essential to incorporate the above-mentioned missing factors into the forecast 1150 

model and to optimize the background error covariances in response to changes in 1151 

observing systems.  1152 

9.2 Temporal consistency of humidity analysis  1153 

The mid-tropospheric dry bias in JMA Global Spectral Models (GSMs) has been a major 1154 

issue for many years. It has been pointed out that JRA-55 shows a large moistening 1155 

increment in layers above 850 hPa (Kobayashi et al. 2015). Furthermore, the recently 1156 

conducted SPARC Reanalysis Intercomparison Project (Fujiwara et al. 2017) critically 1157 
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assessed the stratospheric water vapor in JRA-55, and concluded that it was excessive and 1158 

not recommended for use in scientific studies (Davis et al. 2017). This subsection, therefore, 1159 

discusses the results of quality assessment and long-term homogeneity of water vapor 1160 

analysis in the troposphere and stratosphere. 1161 

Figure 20 compares the zonal-mean specific humidity of JRA-3Q with other reanalyses. 1162 

The comparison shows that water vapor in the tropical mid-troposphere is greater in JRA-1163 

3Q than in JRA-55 (Fig. 20a) but generally similar to that in ERA5 (Fig. 20b) and less than 1164 

that in MERRA-2 (Fig. 20c). The implication is that the dry bias in the middle troposphere 1165 

has been reduced in JRA-3Q. This is confirmed from observations as in Fig. 21, which 1166 

compares JRA-55 and JRA-3Q with the water vapor dataset estimated from GNSS-RO 1167 

(Kursinski et al. 1997) in the equatorial region (5S–5N). In the middle troposphere, JRA-55 1168 

is drier than GNSS-RO, whereas JRA-3Q increases water vapor compared with JRA-55, 1169 

and the drying bias is generally eliminated, except above 6000 m. In the lower troposphere, 1170 

however, both JRA-55 and JRA-3Q show the distinct wet bias, which might be related to the 1171 

excessive surface latent heat flux (as pointed out in Subsection 8.1) and physical processes 1172 

in the boundary layer. The causes of the excessive water vapor in the lower troposphere 1173 

require further investigation. 1174 

Figure 22 shows a time series of the 12-month running-mean specific humidity in the 1175 

equatorial region from different reanalysis products. At the 600-hPa pressure level in the 1176 
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middle troposphere (Fig. 22a), JRA-55 has the second lowest specific humidity after the 1177 

NCEP/ National Center for Atmospheric Research (NCAR) after 1990 and the lowest specific 1178 

humidity because of a further decrease before 1990, whereas the specific humidity of JRA-1179 

3Q is moderately stable among the reanalyses. In the lower troposphere (Fig. 22b), JRA-1180 

3Q belongs to a group of reanalyses with a greater amount of humidity, but its interannual 1181 

variability from the 1950s to the 1960s is generally consistent with that of 20CRv3 (Slivinski 1182 

et al. 2019). 1183 

Interannual variations of the increment of the specific humidity in the troposphere, which 1184 

can be used to examine the impact of observations on the analysis, are compared between 1185 

JRA-3Q and JRA-55 in Fig. 23. The increments of specific humidity in JRA-3Q (Fig. 23a) is 1186 

generally smaller compared with JRA-55 (Fig. 23b), which suggests that discrepancies 1187 

between the observations and the first guess are smaller in JRA-3Q. In contrast, clear 1188 

moistening increments are apparent above the 850 hPa level in JRA-55 throughout the 1189 

period of analysis. The moistening increment increased at the 700–850 hPa levels after the 1190 

introduction of radiances from the VTPR in the early 1970s. Furthermore, as pointed out by 1191 

Kobayashi et al. (2015), an increase in the moistening increment is apparent in the upper 1192 

layers above 500 hPa with the increase of satellite humidity observations from around 1997, 1193 

but no such trend is apparent in JRA-3Q. These results suggest that there has been a 1194 

significant reduction or elimination of the dry bias in the middle troposphere of the forecast 1195 
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model and that JRA-3Q is less susceptible to changes of the observing system than JRA-1196 

55; as a result, its homogeneity is improved. 1197 

As noted at the beginning of this subsection, the quality of stratospheric water vapor in 1198 

JRA-55 has been identified as a critical issue by climate researchers, so stratospheric water 1199 

vapor is also discussed here. In a time-height cross section of stratospheric specific humidity 1200 

averaged over the equatorial region, JRA-55 clearly shows artificial increases or decreases 1201 

of stratospheric specific humidity; in particular, it shows larger amounts of stratospheric 1202 

water vapor from 1973 to 1980 and after 2003 compared with the other periods (Fig. 24b). 1203 

JRA-3Q does not indicate such large amounts (Fig. 24a), except for the increase after 2013. 1204 

The excessive moisture in JRA-55 was resulted from the above-mentioned large increment 1205 

that affect the stratosphere through the background error covariance. Because the 1206 

increment of moistening in the troposphere is smaller in JRA-3Q, such a large increment of 1207 

moistening no longer occurred in the stratosphere. Reduced background bias in terms of 1208 

moisture is most likely the main factor that contributed to the relatively stable interannual 1209 

variation of stratospheric specific humidity. 1210 

9.3 Precipitation  1211 

Precipitation is one of the most important variables for understanding the mechanisms 1212 

of the water cycle in the climate system. However, it has been pointed out that the use of 1213 

precipitation from reanalysis products requires considerable caution because it depends 1214 
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strongly on the performance of the forecast models in the data assimilation system 1215 

(Bosilovich et al. 2011; Trenberth et al. 2011). Japanese long-term reanalyses have suffered 1216 

problems about representation of precipitation such as excessive bias, especially in the 1217 

tropics, and poor quality prior to the late 1980s (Onogi et al. 2007; Kobayashi et al. 2015). 1218 

The results of precipitation quality assessment, mainly in the tropics, are therefore discussed 1219 

here. 1220 

Figure 25a shows time series of the 12-month running mean of tropical precipitation in 1221 

various reanalyses and observational datasets. Precipitation in long-term reanalyses is often 1222 

excessive compared to that in the Global Precipitation Climatology Project (GPCP, Adler et 1223 

al. 2003, black line) and Tropical Rainfall Measuring Mission (TRMM, Huffman et al. 2007, 1224 

gray line) observational datasets. The most extreme excesses are seen in the JRA-55 (dark 1225 

purple line) and ERA-40 (light blue line) data. The JRA-3Q (red line) reduces the excess 1226 

bias of JRA-55 by about 30%. During the 1950s and 1960s, JRA-3Q shows a smaller 1227 

decrease in precipitation than JRA-55, and its temporal variability is similar to that of the 1228 

20CRv3 (pink line), which was produced using surface pressure observations only. The 1229 

independent observational dataset, GPCP (black line), generally shows a smaller long-term 1230 

trend and fluctuation compared with those of reanalyses. These comparisons indicate that 1231 

the quality of precipitation is more homogeneous in JRA-3Q than in JRA-55. The spatial 1232 

anomaly correlation coefficients with the GPCP (Fig. 25b) are higher for JRA-3Q than for 1233 
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the JRA-55 throughout the analysis period. In addition, the anomaly correlations with the 1234 

observational dataset for all long-term reanalysis products are smaller in the 1980s 1235 

compared with the period after the late 1990s. However, JRA-3Q correlation coefficients 1236 

always exceed 0.4 and are higher than the JRA-55 correlation coefficients. It should be 1237 

noted that the anomaly correlations for 20CRv3, also declined during the 1980s. This 1238 

interesting result suggests that not only the evolution of the satellite observations used in 1239 

the long-term reanalysis but also other factors such as quality change in GPCP influence 1240 

the anomaly correlation. However, further research is needed to clarify this quantitatively. 1241 

Figure 26 examines the spatial distribution of the precipitation bias against GPCP by 1242 

decade. The precipitation biases are excessive in the tropics, especially in the Intertropical 1243 

Convergence Zone (ITCZ) in both JRA-3Q and JRA-55 reanalyses, but they are smaller in 1244 

JRA-3Q than in JRA-55. There is also a localized underestimation bias around Kalimantan 1245 

(Borneo Island) in JRA-55 that is reduced in JRA-3Q. Furthermore, during the 1980s, JRA-1246 

55 shows a clear excess bias in central Africa (Fig. 26e), which is significantly reduced in 1247 

JRA-3Q (Fig. 26a).  1248 

Figure 27 illustrates the latitudinal distribution of the zonal mean precipitation bias against 1249 

GPCP by decade to quantify the decadal changes in the excess precipitation bias. Both 1250 

JRA-3Q and JRA-55 have a common excess bias maximum in the latitudinal zone 1251 

corresponding to the ITCZ, slightly north of the equator, although the excess bias of JRA-1252 
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3Q is about half that of JRA-55 (Figs. 27a and b). The largest increase of the precipitation 1253 

bias in both JRA-3Q and JRA-55 occurs from the 1990s to the 2000s (Fig. 27c), but the 1254 

increase in JRA-3Q (0.35 increase, red line in Fig. 27c) is about 60% that of JRA-55 (0.55 1255 

increase, purple line in Fig. 27c). We confirm that the inter-annual variations are more stable 1256 

in JRA-3Q than in JRA-55, and that there is less excess bias in the former, particularly in the 1257 

tropics. That excess bias had been considered as an issue in JRA-55. These improved 1258 

results in JRA-3Q can be attributed mainly to the improved parameterization of physical 1259 

processes in the forecast model, as described in Section 3. 1260 

9.4 Representation of past weather prior to the International Geophysical Year (IGY) (1957–1261 

1958) 1262 

The inclusion of the pre-1957 period is a novelty of JRA-3Q in Japanese reanalyses. This 1263 

period is important in that a number of disasters occurred in Japan that caused significant 1264 

damage. It is also a period when international regular radiosonde observations had not yet 1265 

been established on a global basis, and there are few available observations prior to 1957. 1266 

It is therefore important to carefully check the quality of the reanalysis data before using 1267 

them. In this subsection, we discuss the representation of pre-IGY weather. 1268 

Figure 28 shows the coverage of surface pressures and upper-level observations used in 1269 

JRA-3Q for each year. In 1959, the number of surface pressures doubled compared with 1270 

1947, so that they covered most of the Northern Hemisphere and also spread to the 1271 
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Southern Hemisphere, including Africa and South America. A similar trend can be seen for 1272 

upper-level observations. There were almost no upper-level observations in 1947, but in 1273 

1959 upper-level observations covered most areas of the Northern Hemisphere, with 1274 

comparable numbers of observations in 1959 and 2020. 1275 

Figure 29 shows the time series of background departures of surface pressure from land 1276 

stations. The RMS of background departure decreased with time in Fig. 29, which indicates 1277 

that the consistency between the observations and the first guess tended to improve. This 1278 

improvement is likely the result of the steady increase in the number of various observations 1279 

described in Subsection 5.3. The JRA-3Q has also a smaller RMS than the JRA-55 except 1280 

before the late 1960s, meaning that consistency with surface pressure observations 1281 

basically improved. The deterioration of the RMS before the late 1960s is probably due to 1282 

the fact that the background error covariance of JRA-3Q has a shorter horizontal correlation 1283 

length than that of JRA-55, which means that the first guess could not be adequately 1284 

corrected in the period of sparse observations. In addition, the RMS was about twice as 1285 

large in 1947, before the IGY, as it was in 1959. This result implies that there were issues 1286 

with the quality of the reanalysis products, especially in the 1940s. 1287 

In the following subsections, we describe two examples of representative extreme 1288 

weather events before the IGY: Typhoon Kathleen which brought heavy rainfall in 1289 

September 1947 and Typhoon Marie (also known as the Toyamaru Typhoon in Japan) which 1290 
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brought strong wind in September 1954, and we then examine their representation in JRA-1291 

3Q. Figure 30 shows relevant geographical names in Japan. 1292 

a. Typhoon Kathleen 1293 

Typhoon Kathleen passed over the southern tip of the Boso Peninsula on 15 September 1294 

1947. Kathleen activated a front that had been stalled near Japan and it resulted in heavy 1295 

rainfall in the Kanto and Tohoku regions. In the southern Kanto region, the Tone River and 1296 

the Arakawa River burst their banks, and many homes were flooded from eastern Saitama 1297 

Prefecture to Tokyo. The disaster caused by this flooding became a lesson of the history for 1298 

flood control policies in the Tokyo metropolitan area (e.g., Cabinet Office 2021). 1299 

Figure 31 shows mean sea level pressures in the JRA-3Q, 20CRv3, and CERA-20C 1300 

(Laloyaux et al. 2018) reanalyses at 06 UTC on 14 September 1947, when Typhoon 1301 

Kathleen approached Japan, along with a weather map analyzed at that time. JRA-3Q and 1302 

20CRv3 both show Typhoon Kathleen in almost the same position as the weather map 1303 

analyzed at that time. In CERA-20C, however, the low-pressure area corresponding to 1304 

Typhoon Kathleen is less well represented, and its position is shifted to the south compared 1305 

with the weather map. CERA-20C assimilates the best tracks from IBTrACS but Laloyaux 1306 

(2016) has pointed out that many of them were rejected by the CERA-20C data assimilation 1307 

system. The weaker representation of Typhoon Kathleen in CERA-20C suggests that such 1308 

rejection may also have occurred in this case. 1309 
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Figure 32 shows time series of three-hour accumulated precipitation at Tokyo, 1310 

Hamamatsu, Maebashi, and Sendai stations in the JRA-3Q, 20CRv3, and CERA-20C 1311 

reanalyses and in the observations. The reanalysis results are generally consistent with the 1312 

observations, in that each shows precipitation maxima between 14 and 15 September, but 1313 

they differ in the details. In the reanalyses, precipitation tends to be underestimated, the 1314 

timing of the peak of precipitation at Tokyo is about half a day earlier than the observed peak, 1315 

and the temporal variation of precipitation at Hamamatsu is not well represented. These 1316 

discrepancies may be due to the coarse temporal and spatial resolution of the reanalyses, 1317 

and a lack of available observations may have compromised their quality. To improve 1318 

representation of extreme weather events, it will be necessary to increase the 1319 

spatiotemporal resolution of reanalyses and to further enrich past observations by using 1320 

additional rescued data. 1321 

b. Typhoon Marie 1322 

Typhoon Marie (known as the Toyamaru Typhoon in Japan) made landfall in Kagoshima 1323 

at a very high translation speed, moved across eastern Kyushu and the Chugoku region, 1324 

and then moved into the Sea of Japan and approached Hokkaido while developing further. 1325 

The continued development of Typhoon Marie even after it entered the Sea of Japan 1326 

resulted in wind speeds of 30 m s–1 or higher over western Japan, Tohoku, and Hokkaido. 1327 

Typhoon Marie’s strong winds sank five Seikan ferry ships, including the ferry Toyamaru, 1328 
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which provided transport between Hakodate and Aomori, and it killed more than one 1329 

thousand passengers. 1330 

Figure 33 shows mean sea level pressure for the reanalyses and the weather map for 00 1331 

UTC on 26 September 1954, when Typhoon Marie crossed the Japanese archipelago. Each 1332 

reanalysis clearly represents the typhoon and is generally consistent with the weather map 1333 

analyzed at that time. 1334 

Figure 34 shows time series of 10-m wind speeds at Kumamoto, Hiroshima, Tsuruga, and 1335 

Hakodate stations. Each of the reanalyses generally reproduced the peak wind speed seen 1336 

on 25 and 26 September. The small differences in mean sea level pressure and 10-m wind 1337 

speeds between the JRA-3Q, 20CRv3, and CERA-20C reanalyses suggest that Typhoon 1338 

Marie was accurately represented. 1339 

9.5 Impact of switching SST datasets 1340 

Because the SST datasets used in JRA-3Q switched from COBE-SST2 to MGDSST in 1341 

June 1985, it is very important to assess the impact of this switch on the characteristics of 1342 

the JRA-3Q products. This subsection illustrates the impacts on precipitation and latent heat 1343 

fluxes by comparing JRA-3Q with JRA-3Q-COBE (details of this sub-product are given in 1344 

Subsection 4.1). 1345 

Figure 35 shows horizontal SST gradients and precipitations from JRA-3Q and JRA-3Q-1346 

COBE in the western North Pacific and western North Atlantic domains averaged over 1986–1347 
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1990. Because JRA-3Q used a higher resolution SST dataset than JRA-3Q-COBE during 1348 

this period, the horizontal SST gradients along the western boundary currents are steeper 1349 

in JRA-3Q than in JRA-3Q-COBE. In the western North Pacific domain, JRA-3Q shows 1350 

greater precipitation in the east of Japan than JRA-3Q-COBE, as in the previous study of 1351 

Masunaga et al. (2018), which demonstrated the impact of different ocean boundary 1352 

conditions on precipitation in atmospheric reanalyses. In the western North Atlantic domain, 1353 

JRA-3Q shows greater precipitation along the eastern coast of the North American continent 1354 

than JRA-3Q-COBE. The difference is about half the standard deviation of the interannual 1355 

variability of precipitation. In these regions of large precipitation differences, impacts on 1356 

vertical motion reach the middle and upper troposphere, and different strength of upward 1357 

motion—stronger in JRA-3Q than in JRA-3Q-COBE (not shown)—is also consistent with the 1358 

previous study of Masunaga et al. (2018).  1359 

The impacts of differences in the specifications of MGDSST and COBE-SST2 are also 1360 

apparent over lakes. Figure 36 compares the latent heat fluxes of JRA-3Q and JRA-3Q-1361 

COBE in northern North America averaged over 1986–1990. The latent heat fluxes over 1362 

lakes are larger in JRA-3Q than in JRA-3Q-COBE. The difference amounts to about 30 W 1363 

m−2 over the Great Lakes, which is comparable to the difference in the Gulf Stream region. 1364 

In the original MGDSST, analyses of lake surface temperatures over the Great Lakes were 1365 

not generated but instead were left as missing values. As a substitute that takes account of 1366 
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the dependence of surface temperature on latitude and elevation, those missing surface 1367 

temperatures over lakes in MGDSST have been replaced in JRA-3Q with zonal mean SSTs 1368 

over the sea at the same latitude after elevation correction. Those temperatures are then 1369 

used as lower-boundary conditions to calculate the latent heat flux over lakes. In the original 1370 

COBE-SST2, the surface temperature over major lakes was processed in the analysis so 1371 

that temperatures become close to the climatology where there are no observations. This 1372 

difference in specifications of MGDSST and COBE-SST2 is most likely the cause of the 1373 

difference in the latent heat flux over lakes. It should also be noted that the water 1374 

temperature (i.e., surface temperature over the sea and lakes) in the JRA-3Q product is the 1375 

lower-boundary condition used by the JRA-3Q assimilation system and is not identical to the 1376 

temperature of the original SST datasets, as mentioned above. 1377 

Care is needed in using the JRA-3Q products, especially variables that have large 1378 

sensitivity to lower-boundary conditions, for analyzing low-frequency variability and trends 1379 

across the two periods (until May 1985 and from June 1985) during which the different SST 1380 

datasets were used. Impacts on the JRA-3Q products could arise not only from the 1381 

difference between the SST datasets themselves, but also from the difference in how they 1382 

are specified as lower-boundary conditions. Comparison between JRA-3Q and JRA-3Q-1383 

COBE will provide useful insights regarding impacts on other variables and spatiotemporal 1384 

scales of interest as well. 1385 

 1386 
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10. Conclusions 1387 

The JMA has produced the JRA-3Q reanalysis with the state-of-the-art JMA global NWP 1388 

system to improve the quality and extend the period of long-term reanalysis products by 1389 

addressing the issues identified in JRA-55. JRA-3Q uses results of developments in the 1390 

operational global NWP system, in boundary conditions, and in forcing fields since JRA-55. 1391 

JRA-3Q covers the period from September 1947 and extends about 10 years further back 1392 

in time than JRA-55, a period during which many typhoons caused serious disasters in 1393 

Japan. New datasets of past observations have also been assimilated, including rescued 1394 

historical observations and reprocessed satellite data supplied by meteorological and 1395 

satellite centers worldwide. The improvement of the data assimilation system over that used 1396 

for JRA-55 is evidenced by two-day forecast scores and background fits to radiosonde 1397 

temperatures. 1398 

The large upward imbalance in the global mean net energy flux at the TOA and at the 1399 

surface, one of the major problems of JRA-55, has been significantly reduced. The 1400 

agreement with observational best estimates is better than was achieved with JRA-55. 1401 

Although there are still differences, this better agreement is due to overall improvements in 1402 

parameterizations of various physical processes in the forecast model. Energy and water 1403 

budgets need to be further improved for better understanding of climate responses to 1404 

anthropogenic and natural forcings. The artificial decrease in the detection of TCs seen in 1405 
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JRA-55 has been resolved by the use of a TCB generation method based on the JMA 1406 

operational system. TC representation has also been improved compared with JRA-55; the 1407 

central pressures and wind speeds are now more realistic. The representation of the lower-1408 

stratospheric cooling trend has been improved, most likely by the use of ozone reanalysis 1409 

data generated by MRI-CCM2.1 for the entire period as well as by improved bias correction 1410 

for radiosonde temperatures. The warm bias in the upper troposphere has been significantly 1411 

reduced, and the cold bias in the lower troposphere has been mitigated. The significant 1412 

reduction or elimination of the dry bias in the middle troposphere of the forecast model has 1413 

made JRA-3Q less susceptible to changes and evolutions in the observing system 1414 

compared with JRA-55 and has thereby improved the homogeneity of humidity analysis. 1415 

The bias of excess precipitation in the tropics has been reduced, and JRA-3Q shows more 1416 

stable interannual variations of the precipitation anomalies than JRA-55. For the pre-1957 1417 

period, which is first included in Japanese reanalyses, major typhoons, such as Typhoon 1418 

Kathleen and Typhoon Marie, are clearly represented in the mean sea level pressure field 1419 

of JRA-3Q, and the pressure fields are generally consistent with the original weather map 1420 

analyzed at that time.  1421 

Several problems have also been identified in our initial quality assessment. Stratospheric 1422 

warming after major volcanic eruptions is smaller than expected, primarily due to the fact 1423 

that the interannual variations of volcanic aerosols are not taken into account in the forecast 1424 
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model. In addition, the background error covariances used for JRA-3Q are optimized for the 1425 

current enhanced observing system with a shorter horizontal correlation length than the 1426 

ones used for JRA-55, which might be why errors in background fields were not sufficiently 1427 

corrected where observations were sparse. The latter problem is most likely the main cause 1428 

of the slight deterioration in the consistency with radiosonde temperatures in the middle 1429 

troposphere prior to the late 1970s compared with JRA-55. Incorporating forcing in line with 1430 

actual year-to-year variations and adaptive background error covariances will be a future 1431 

challenge. It should also be noted that the SST datasets used in JRA-3Q switched from 1432 

COBE-SST2 to MGDSST in June 1985. Care is needed in using the JRA-3Q products, 1433 

especially variables that have large sensitivity to lower-boundary conditions, for analyzing 1434 

low-frequency variability and trends. 1435 

 Future reanalyses should benefit from the latest NWP techniques, such as ensemble 1436 

data assimilation and all-sky satellite radiance assimilation, which should enable better use 1437 

of existing observations, including rain- and cloud-affected radiances. Also, research and 1438 

development of land and ocean data assimilation needs to be promoted to further improve 1439 

the quality of land and ocean boundary conditions for reanalyses. Observational constraints 1440 

on soil wetness, in which JRA-3Q is lacking, should improve the representation of the water 1441 

cycle over land. Ocean data assimilation has potential advantages over traditional SST 1442 

analyses in terms of temporal resolution and the ability of such assimilation to produce better 1443 
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estimates in regions where data are sparse. These potential areas of improvement should 1444 

be explored in future reanalyses.  1445 

 1446 

Data Availability Statement 1447 

The JRA-3Q and JRA-55 reanalysis data are provided via collaborative organizations 1448 

listed in the JRA website (https://jra.kishou.go.jp). The JRA-25 and CFSR reanalysis data 1449 

are provided from the NCAR website (https://rda.ucar.edu/datasets/). The ERA5, ERA-1450 

Interim, CERA-20C, and ERA-40 reanalysis data can be obtained from the ECMWF website 1451 

(https://www.ecmwf.int/en/forecasts/datasets/browse-reanalysis-datasets). The MERRA-2 1452 

and MERRA reanalysis data can be obtained from the NASA website 1453 

(https://disc.gsfc.nasa.gov/datasets/). The 20CRv3 and NCEP/NCAR reanalysis data can 1454 

be downloaded from the NOAA Physical Sciences Laboratory website 1455 

(https://psl.noaa.gov/data/gridded/index.html). 1456 

The observational best tracks are available on the JTWC and NHC websites 1457 

(https://www.metoc.navy.mil/jtwc/jtwc.html; 1458 

https://www.aoml.noaa.gov/hrd/data_sub/re_anal.html).  1459 

The HadCRUT5 analysis and HadAT2 datasets are provided by the Met Office Hadley 1460 

Centre (https://www.metoffice.gov.uk/hadobs/). The NOAAGlobalTemp dataset is provide by 1461 

NCEI (https://www.ncei.noaa.gov/products/land-based-station/noaa-global-temp), the 1462 

https://rda.ucar.edu/datasets/
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GISTEMP dataset by the NASA Goddard Institute for Space Studies 1463 

(https://data.giss.nasa.gov/gistemp/), and the Berkeley Earth dataset from 1464 

https://berkeleyearth.org/data/. The RSS v4.0 microwave temperature sounder product is 1465 

provided from https://www.remss.com/measurements/upper-air-temperature/ and the UAH 1466 

v6.0 product from https://www.nsstc.uah.edu/data/msu/v6.0/. The NOAA v4.1 microwave 1467 

temperature sounder product and NOAA v3.0 stratospheric temperature product are 1468 

provided by the NOAA National Environmental Satellite Data and Information Service 1469 

(https://www.star.nesdis.noaa.gov/pub/smcd/emb/mscat/data/). The SSU and MLS 1470 

stratospheric temperature products are provided by the University Corporation for 1471 

Atmospheric Research (UCAR) 1472 

(https://acomstaff.acom.ucar.edu/randel/SSU%20data.html).  1473 

The re-processed level-2 dataset estimated from GNSS-RO can be obtained from the 1474 

UCAR website (https://www.cosmic.ucar.edu/). The GPCP precipitation dataset can be 1475 

provided from the NOAA Physical Sciences Laboratory website 1476 

(https://psl.noaa.gov/data/gridded/data.gpcp.html). The TRMM precipitation dataset can be 1477 

downloaded from the Japan Aerospace Exploration Agency website (https://gportal.jaxa.jp/). 1478 

The CERES-EBAF satellite observations used to validate the energy budget are available 1479 

from https://ceres.larc.nasa.gov/data/; the air-sea flux dataset (OAflux) is available from 1480 

https://oaflux.whoi.edu/. 1481 
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 1503 

Appendix A: Acronyms 1504 

20CR  20th Century Reanalysis 1505 

2D-OI  Two-dimensional OI 1506 

4D-Var Four-dimensional variational analysis 1507 

AIRS  Atmospheric Infrared Sounder 1508 

AMI  Active Microwave Instrument 1509 

AMSR2 Advanced Microwave Scanning Radiometer-2 1510 

AMSR-E Advanced Microwave Scanning Radiometer for EOS 1511 

AMSU  Advanced Microwave Sounding Unit 1512 

AMV  Atmospheric motion vector 1513 

AR6  Sixth Assessment Report of IPCC 1514 

ASCAT Advanced Scatterometer 1515 

ATMS  Advanced Technology Microwave Sounder 1516 

AVHRR Advanced Very High Resolution Radiometer 1517 

CAPE  Convective available potential energy 1518 

CCM   Chemistry climate model 1519 

CDR  Climate data record 1520 
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CERES-EBAF the Clouds and the Earth's Radiant Energy System (CERES) Energy 1521 

Balanced and Filled (EBAF) 1522 

CFSR  Climate Forecast System Reanalysis 1523 

CHAMP Challenging Mini-satellite Payload 1524 

CHUAN Comprehensive Historical Upper-Air Network 1525 

CIMSS Cooperative Institute for Meteorological Satellite Studies 1526 

CIRES Cooperative Institute for Research in Environmental Sciences 1527 

CLASS Comprehensive Large Array-data Stewardship System 1528 

CMIP5 Coupled Model Intercomparison Project Phase 5 1529 

CMIP6 Coupled Model Intercomparison Project Phase 6 1530 

CM SAF Satellite Application Facility on Climate Monitoring 1531 

COBE  Centennial In Situ Observation-based Estimates of the Variability of SSTs and 1532 

Marine Meteorological Variables 1533 

CONT-I Tropospheric aerosol profile for an average rural-continental region 1534 

COSMIC Constellation Observing System for Meteorology, Ionosphere, and Climate 1535 

CrIS  Cross-track Infrared Sounder 1536 

CSR  Clear sky radiance 1537 

DCAPE Dynamic CAPE generation rate 1538 

DMSP  Defense Meteorological Satellite Program 1539 
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ECMWF European Centre for Medium-Range Weather Forecasts 1540 

EOS  Earth Observing System (NASA) 1541 

EPS  Ensemble Prediction System 1542 

ERA  ECMWF Reanalysis 1543 

ERA-40 A 45-year ERA from September 1957 to August 2002 1544 

ERA5  the fifth generation ECMWF reanalysis 1545 

ERS  European Remote Sensing Satellite 1546 

EUMETSAT European Organisation for the Exploitation of Meteorological Satellites 1547 

FCDR  Fundamental climate data record 1548 

GAME  GEWEX Asia Monsoon Experiment 1549 

GEO  Geostationary 1550 

GEWEX Global Energy and Water Cycle Experiment 1551 

GISTEMP Goddard Institute for Space Studies Surface Temperature 1552 

GMI  GPM Microwave Imager 1553 

GMS  Geostationary Meteorological Satellite 1554 

GNSS  Global Navigation Satellite System 1555 

GNSS-RO GNSS - Radio Occultation 1556 

GOES  Geostationary Operational Environmental Satellite 1557 

GPCP  Global Precipitation Climatology Project 1558 
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GPM  Global Precipitation Measurement 1559 

GRACE Gravity Recovery and Climate Experiment 1560 

GSM  Global Spectral Model 1561 

HadAT Hadley Centre’s radiosonde temperature product 1562 

HadCRUT Met Office Hadley Centre/Climatic Research Unit global temperature data set 1563 

HadISD Hadley integrated surface dataset 1564 

HALOE Halogen Occultation Experiment 1565 

HIRS  High Resolution Infrared Radiation Sounder 1566 

IASI  Infrared Atmospheric Sounding Interferometer 1567 

IBTrACS International Best Track Archive for Climate Stewardship 1568 

ICA  Independent Column Approximation 1569 

ICOADS International Comprehensive Ocean-Atmosphere Data Set 1570 

IGRA  Integrated Global Radiosonde Archive 1571 

IGY  International Geophysical Year 1572 

IMH  Institute of Meteorology and Hydrology (Mongolia) 1573 

ISD  Integrated Surface Database 1574 

IPCC  the Intergovernmental Panel on Climate Change 1575 

ISD  Integrated Surface Database 1576 

ISPD  International Surface Pressure Databank 1577 
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ITCZ  Inter Tropical Convergence Zone 1578 

JCDAS JMA Climate Data Assimilation System 1579 

JMA  Japan Meteorological Agency 1580 

JRA-25 Japanese 25-year Reanalysis 1581 

JRA-55 Japanese 55-year Reanalysis 1582 

JRA-55C JRA-55 sub-product assimilating Conventional observations only 1583 

JRA-55CHS JRA-55C with High resolution SST 1584 

JRA-3Q Japanese Reanalysis for Three Quarters of a Century 1585 

JRA-3Q-COBE JRA-3Q with COBE-SST2 1586 

JSPS  Japan Society for the Promotion of Science 1587 

JTWC  Joint Typhoon Warning Center 1588 

LEO  Low Earth orbit 1589 

MAR-I  Tropospheric aerosol profile for a relatively clear maritime region 1590 

MASINGAR Model of Aerosol Species in the Global Atmosphere 1591 

MERRA-2 Modern-Era Retrospective Analysis for Research and Applications, version 2 1592 

Metop Meteorological Operational satellite 1593 

MGDSST Merged Satellite and In-Situ Data Global Daily Sea Surface Temperature 1594 

MHS  Microwave Humidity Sounder 1595 

MISR  Multi-angle Imaging Spectro-Radiometer 1596 
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MLS  Microwave Limb Sounder 1597 

MODIS Moderate Resolution Imaging Spectroradiometer 1598 

MRI  Meteorological Research Institute (JMA) 1599 

MSC  Meteorological Satellite Center (JMA) 1600 

MSG  Meteosat Second Generation 1601 

MSU  Microwave Sounding Unit 1602 

MT_CKD Mlawer–Tobin–Clough–Kneizys–Davies (water vapor continuum absorption 1603 

model) 1604 

MTSAT Multi-functional Transport Satellite 1605 

MWRI  Micro-Wave Radiation Imager 1606 

NASA  National Aeronautics and Space Administration 1607 

NCAR  National Center for Atmospheric Research 1608 

NCDC  National Climate Data Center 1609 

NCEI  National Centers for Environmental Information 1610 

NCEP  National Centers for Environmental Prediction 1611 

NHC  National Hurricane Center 1612 

NMC  National Meteorological Center of NOAA 1613 

NOAA  National Oceanic and Atmospheric Administration 1614 

NOAAGlobalTemp NOAA Global Surface Temperature Dataset 1615 
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NWP  Numerical Weather Prediction 1616 

NWP SAF Satellite Application Facility on Numerical Weather Prediction 1617 

OAflux Objectively Analyzed air-sea Fluxes for the global oceans 1618 

ODS  Ozone-depleting substance 1619 

OI   Optimal interpolation 1620 

OMI  Ozone Monitoring Instrument 1621 

OSI SAF Satellite Application Facility on Ocean and Sea Ice 1622 

PDF  Probability density function 1623 

PICA  Practical ICA 1624 

QBO  Quasi-biennial oscillation 1625 

QC  Quality control 1626 

QuikSCAT Quick Scatterometer 1627 

RAOBCORE Radiosonde Observation Correction using Reanalyses 1628 

RCP  Representative Concentration Pathway 1629 

RICH  Radiosonde Innovation Composite Homogenization 1630 

RIHMI  All-Russian Research Institute for Hydrometeorological Information 1631 

RISE  RICH with solar elevation dependence 1632 

RMS  Root-mean-square 1633 

ROM SAF Radio Occultation Meteorology Satellite Application Facility  1634 
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ROPP  Radio Occultation Processing Package 1635 

RSMC  Regional Specialized Meteorological Centre designated by WMO 1636 

RSS   Remote Sensing Systems 1637 

RTTOV Radiative Transfer for the TOVS 1638 

SAPHIR Sondeur Atmospherique du Profil d'Humidite Intertropicale par Radiometrie 1639 

SCSMEX South China Sea Monsoon Experiment 1640 

SEVIRI Spinning Enhanced Visible and Infrared Imager 1641 

SiB  Simple Biosphere (model) 1642 

SIC  Sea ice concentration 1643 

SPARC Stratosphere-Troposphere Processes and Their Role in Climate 1644 

SSM/I  Special Sensor Microwave/Imager 1645 

SSM/T-2 Special Sensor Microwave Water Vapor Profiler 1646 

SSMIS Special Sensor Microwave Imager Sounder 1647 

SSP  Shared Socioeconomic Pathway 1648 

SST  Sea surface temperature 1649 

SSU  Stratospheric Sounding Unit 1650 

Suomi-NPP Suomi National Polar-orbiting Partnership 1651 

SYNOP Report of surface observation from a fixed land station 1652 

S-RIP  SPARC Reanalysis Intercomparison Project 1653 
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TanDEM-X TerraSAR-X Add-on for Digital Elevation Measurement 1654 

TC   Tropical cyclone 1655 

TCAC  Tropical Cyclone Advisory Centre 1656 

TCB  Tropical cyclone bogus 1657 

TCR  Wind profile retrieval surrounding tropical cyclones 1658 

TCWCTropical Cyclone Warning Centre 1659 

TIROS Television and Infrared Observation Satellite 1660 

TMI  TRMM Microwave Imager 1661 

TOA  Top of the atmosphere 1662 

TOVS  TIROS Operational Vertical Sounder 1663 

TRMM Tropical Rainfall Measurement Mission 1664 

UAH  University of Alabama in Huntsville 1665 

UCAR  University Corporation for Atmospheric Research 1666 

UNEP  United Nations Environmental Programme 1667 

VTPR  Vertical Temperature Profile Radiometer 1668 

WCRP World Climate Research Programme 1669 

WindSat Wind Satellite 1670 

WMO  World Meteorological Organization 1671 

WDCGG World Data Centre for Greenhouse Gases 1672 



   

 

 87 

ZTD  Zenith total delay 1673 

 1674 

Appendix B: Observational data sources for JRA-3Q 1675 

Table B1 lists the suppliers of observations used in JRA-3Q, the type of data, and the 1676 

period for which the data were used. 1677 
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List of Figures 2243 

Fig. 1 Schematic diagram of the main components of the JRA-3Q data assimilation system 2244 

and the data flow among them. The atmospheric, screen-level, and land surface 2245 

analyses are performed every 6 hours, and the snow depth analysis is performed daily. 2246 

The forecast model is used to produce the first guess needed for the analysis. 2247 

Fig. 2 Flow chart of producing first guesses of snow depth. Processes shown in plain 2248 

boxes were added after JRA-55, whereas those in shaded boxes are the same as the 2249 

ones used in JRA-55.  2250 

Fig. 3 Satellite observations used in JRA-3Q. Darker shading indicates observations 2251 

added, recalibrated, or reprocessed after JRA-55. 2252 

Fig. 4 Monthly mean counts of conventional surface pressures, upper-air observations, 2253 

and tropical cyclone boguses assimilated in the atmospheric analysis component of (a–2254 

e) JRA-3Q and (f–j) JRA-55 in five latitude bands. 2255 

Fig. 5 Global monthly mean counts of aircraft winds, PAOBS, AMV, ground-based GNSS 2256 

zenith total delays, GNSS-RO bending angles, and scatterometer winds assimilated in 2257 

the atmospheric analysis component of (a) JRA-3Q and (b) JRA-55. 2258 

Fig. 6 Global monthly mean counts of various types of satellite radiances assimilated in 2259 

the atmospheric analysis component of (a) JRA-3Q and (b) JRA-55. 2260 

Fig. 7 Streams of JRA-3Q production. The shading indicates the period during which the 2261 
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recalculation was performed. Solid vertical lines represent the three disconnection points 2262 

(see Section 6). 2263 

Fig. 8 RMS errors of two-day forecasts of the geopotential height at 500 hPa averaged 2264 

over the extratropics in the (a) Northern and (b) Southern Hemisphere (from 90°N to 2265 

20°N and from 20°S to 90°S, respectively) from JRA-3Q, JRA-55, JRA-25, and the JMA 2266 

operational system, verified against their own analyses. Each value represents the 2267 

average over the previous 12 months. 2268 

Fig. 9 Same as Fig. 8, but for the wind vectors at (a) 250 hPa and (b) 850 hPa averaged 2269 

over the tropics (from 20°N to 20°S). 2270 

Fig. 10 Global mean and RMS background departure (observation minus background) of 2271 

radiosonde temperatures used in JRA-3Q, JRA-55, and JRA-25. 2272 

Fig. 11 Radial profiles of horizontal correlations of the background error covariances used 2273 

in (a, b) JRA-3Q and (c, d) JRA-55 for (a, c) relative vorticity and (b, d) unbalanced 2274 

temperature (the temperature component that is statistically independent of wind fields). 2275 

The relative vorticity and unbalanced temperature, are included in the control variables 2276 

of 4D-Var (JMA 2019). 2277 

Fig. 12 Spatial distributions of (a–c) reflected solar radiation, (d–f) outgoing thermal 2278 

(longwave) radiation, and (g–i) net radiation at the TOA for JRA-3Q (a, d, g), their 2279 

differences from CERES-EBAF (b, e, h), and the differences of JRA-55 from CRES-2280 
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EBAF (c, f, i) averaged over 2002–2008 in units of W m−2. 2281 

Fig. 13 Time series of 12-month running mean of radiation anomalies in JRA-3Q (red), 2282 

JRA-55 (purple), ERA-5 (blue) and CERES-EBAF (black), for (a) the TOA solar incoming 2283 

radiation, (b) the TOA solar reflected radiation, (c) the TOA outgoing thermal radiation 2284 

and for (d) the TOA net radiation flux. The anomalies are defined relative to their own 2285 

monthly climatologies averaged over 2002–2008 in units of W m−2. 2286 

Fig. 14 Spatial distributions of (a–c) radiative net heat fluxes, (d–f) sensible heat fluxes, 2287 

and (g–i) latent heat fluxes at the surface for JRA-3Q (a, d, g), their differences from 2288 

CERES-EBAF or OAFLUX (b, e, h), and differences of JRA-55 from CERES-EBAF or 2289 

OAFLUX (c, f, i) averaged over 2002–2008 in units of W m−2. 2290 

Fig. 15 Global TC detection rates in JRA-3Q and JRA-55.  2291 

Fig. 16 Global mean of the maximum 10-m wind speed around detected TC centers. The 2292 

best track data used in the calculation are the same as the data used for the rate of 2293 

detection. 2294 

Fig. 17 Twelve-month running mean surface temperature anomalies of JRA-3Q, JRA-55, 2295 

ERA5, HadCRUT5 analysis, NOAAGlobalTemp, GISTEMP, and Berkeley Earth 2296 

averaged over the globe. The global mean surface air temperatures for JRA-55 and 2297 

JRA-3Q were calculated using analysis fields over land and background fields over the 2298 

ocean. Anomalies for each dataset are defined relative to their own climatological means 2299 
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during 1991–2020. 2300 

Fig. 18 Twelve-month running mean temperature anomalies for the (a) lower stratosphere, 2301 

(b) upper troposphere, (c) middle troposphere, and (d) lower troposphere averaged over 2302 

the globe. Time series from RSS v4.0, UAH v6.0, and NOAA v4.1 represent 2303 

measurements by the MSU channel 4, 3, and 2, and extrapolated values from the MSU 2304 

measurements to the lower troposphere, whereas those from JRA-3Q, JRA-55, and 2305 

HadAT2 are MSU equivalent brightness temperatures. Anomalies for each dataset are 2306 

defined relative to their own climatological means during 1995–2005. 2307 

Fig. 19 Twelve-month running mean temperature anomalies for the (a) top, (b) upper, and 2308 

(c) middle stratosphere averaged over the globe. Time series from NOAA v3.0 and 2309 

NCAR represent measurements by the SSU channel 3, 2, and 1, whereas those from 2310 

JRA-3Q and JRA-55 are SSU equivalent brightness temperatures. Anomalies for each 2311 

dataset are defined relative to their own climatological means during 1995–2005. 2312 

Fig. 20 Zonal-mean differences of specific humidity between JRA-3Q and three other 2313 

reanalysis products, averaged over 1981–2015. 2314 

Fig. 21 Vertical profiles of equatorial mean (5S–5N) specific humidity bias of JRA-3Q and 2315 

JRA-55 against GNSS−RO averaged over 2007–2018. 2316 

Fig. 22 Twelve-month running means of specific humidity for 11 reanalysis products 2317 

averaged over the equatorial region (5S–5N) at pressure levels of (a) 600 hPa and (b) 2318 
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925 hPa. 2319 

Fig. 23 Time-height cross sections of tropospheric specific humidity increments averaged 2320 

over the equatorial region (5S–5N) in (a) JRA-3Q and (b) JRA-55. 2321 

Fig. 24 Time-height cross sections of stratospheric specific humidity averaged over the 2322 

equatorial region (5S–5N) in (a) JRA-3Q and (b) JRA-55. 2323 

Fig. 25 Time series of 12-month running means of (a) tropical (22S-22N) precipitation for 2324 

11 reanalysis products and 2 observational datasets, and (b) spatial anomaly 2325 

correlations against GPCP. Anomalies for each dataset are defined relative to their own 2326 

climatological monthly means during 1991–2010 (except for the 1991–2002 mean for 2327 

ERA-40 and the 1997–2010 mean for TRMM). 2328 

Fig. 26 Decadal mean precipitation bias against GPCP. (a)–(d) and (e)–(h) denote the 2329 

precipitation bias in JRA-3Q and JRA-55, respectively. 2330 

Fig. 27 Zonally averaged decadal mean precipitation bias of (a) JRA-3Q and (b) JRA-55 2331 

against GPCP, and (c) bias differences between the 2000s and 1990s. 2332 

Fig. 28 Coverages of surface pressure (a, b, c) and upper-level observations (d, e, f) used 2333 

in JRA-3Q, for (a, d) 1947-09-14 06UTC, (b, e) 1959-09-14 12UTC, and (c, f) 2020-09-2334 

14 12UTC are shown. The number at the lower left corner in each panel indicates the 2335 

number of stations used in JRA-3Q. 2336 

Fig. 29 Time series of monthly global mean and RMS of background departure for surface 2337 
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pressure from land stations. 2338 

Fig. 30 Names of geographical locations around Japan. 2339 

Fig. 31 Analysis field of mean sea level pressure (hPa) from (a) JRA-3Q, (b) 20CRv3, and 2340 

(c) CERA-20C at 06 UTC on 14 September, 1947 and (d) the weather map analyzed at 2341 

that time (the JMA weather chart). 2342 

Fig. 32 Time series of three-hour accumulated precipitation at Tokyo (35°42'N, 139°45'E), 2343 

Hamamatsu (34°45'N, 137°43'E), Maebashi (36°24'N, 139°04 E), and Sendai (38°16'N, 2344 

140°54'E) from 00 UTC on 13 September 1947 to 00UTC on 17 September 1947. 2345 

Fig. 33 Same as Fig. 31, but at 00 UTC on 26 September, 1954. 2346 

Fig. 34 Time series of 10 m wind speed (m/s) at Kumamoto (32°49’N, 130°42’E), 2347 

Hiroshima (34°24’N, 132°28’E), Tsuruga (35°39’N, 136°04’E), and Hakodate (41°49’N, 2348 

140°45’E) from 00 UTC on 24 September 1954 to 06UTC on 27 September 1954. 2349 

Fig. 35 Annual mean horizontal SST gradients (shaded, in units of °C (100km) -1 )  and 2350 

SSTs (contoured every 2°C) from (a, g) JRA-3Q, (b, h) JRA-3Q-COBE, and (c, i) JRA-2351 

3Q minus JRA-3Q-COBE, and annual mean total precipitation (shaded, in units of mm 2352 

day-1) and SSTs (contoured every 2°C) from (d, j) JRA-3Q, (e, k) JRA-3Q-COBE, and 2353 

(f, l) JRA-3Q minus JRA-3Q-COBE over the (a–f) western North Pacific and (g–l) 2354 

western North Atlantic domains, averaged over 1986–1990. 2355 

Fig. 36 Annual mean latent heat fluxes (shaded, in units of W m−2) and SSTs (contoured 2356 
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every 2°C) from (a) JRA-3Q, (b) JRA-3Q-COBE, and (c) JRA-3Q minus JRA-3Q-COBE 2357 

over northern North America, averaged over 1986–1990. 2358 

2359 
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 2360 

Fig. 1 Schematic diagram of the main components of the JRA-3Q data assimilation system 2361 

and the data flow among them. The atmospheric, screen-level, and land surface 2362 

analyses are performed every 6 hours, and the snow depth analysis is performed daily. 2363 

The forecast model is used to produce the first guess needed for the analysis. 2364 
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 2365 

Fig. 2 Flow chart of producing first guesses of snow depth. Processes shown in plain 2366 

boxes were added after JRA-55, whereas those in shaded boxes are the same as the 2367 

ones used in JRA-55. 2368 

 2369 

 2370 
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 2371 

Fig. 3 Satellite observations used in JRA-3Q. Darker shading indicates observations 2372 

added, recalibrated, or reprocessed after JRA-55. 2373 

 2374 

 2375 
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 2376 

Fig. 4 Monthly mean counts of conventional surface pressures and upper-air observations 2377 

assimilated in the atmospheric analysis component of (a–e) JRA-3Q and (f–j) JRA-55 in 2378 

five latitude bands. 2379 
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 2380 

 2381 

Fig. 5 Global monthly mean counts of aircraft winds, tropical cyclone boguses, PAOBS, 2382 

AMV, ground-based GNSS zenith total delays, GNSS-RO bending angles, and 2383 

scatterometer winds assimilated in the atmospheric analysis component of (a) JRA-3Q 2384 

and (b) JRA-55. 2385 

 2386 

 2387 

Fig. 6 Global monthly mean counts of various types of satellite radiances assimilated in 2388 

the atmospheric analysis component of (a) JRA-3Q and (b) JRA-55. 2389 

 2390 

 2391 
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 2392 

Fig. 7 Streams of JRA-3Q production. The shading indicates the period during which the 2393 

recalculation was performed. Solid vertical lines represent the three disconnection points 2394 

(see Section 6). 2395 

 2396 
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 2397 

Fig. 8 RMS errors of two-day forecasts of the geopotential height at 500 hPa averaged 2398 

over the extratropics in the (a) northern and (b) southern hemisphere (from 90°N to 20°N 2399 

and from 20°S to 90°S, respectively) from JRA-3Q, JRA-55, JRA-25, and the JMA 2400 

operational system, verified against their own analyses. Each value represents the 2401 

average over the previous 12 months. 2402 

 2403 
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 2404 

Fig. 9 Same as Fig. 8, but for the wind vectors at (a) 250 hPa and (b) 850 hPa averaged 2405 

over the tropics (from 20°N to 20°S). 2406 

 2407 



   

 

 132 

 2408 

Fig. 10 Global mean and RMS background departure (observation minus background) of 2409 

radiosonde temperatures used in JRA-3Q, JRA-55, and JRA-25. 2410 

 2411 
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 2412 

Fig. 11 Radial profiles of horizontal correlations of the background error covariances used 2413 

in (a, b) JRA-3Q and (c, d) JRA-55 for (a, c) relative vorticity and (b, d) unbalanced 2414 

temperature (the temperature component that is statistically independent of wind fields). 2415 

The relative vorticity and unbalanced temperature are included in the control variables of 2416 

4D-Var (JMA 2019). 2417 

 2418 
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 2419 

Fig. 12 Spatial distributions of (a–c) reflected solar radiation, (d–f) outgoing thermal 2420 

(longwave) radiation, and (g–i) net radiation at the TOA for JRA-3Q (a, d, g), their 2421 

differences from CERES-EBAF (b, e, h), and the differences of JRA-55 from CRES-2422 

EBAF (c, f, i) averaged over 2002–2008 in units of W m−2. 2423 

 2424 
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 2425 

Fig. 13 Time series of 12-month running mean of radiation anomalies in JRA-3Q (red), 2426 

JRA-55 (purple), ERA-5 (blue) and CERES-EBAF (black), for (a) the TOA solar incoming 2427 

radiation, (b) the TOA solar reflected radiation, (c) the TOA outgoing thermal radiation 2428 

and for (d) the TOA net radiation flux. The anomalies are defined relative to their own 2429 

monthly climatologies averaged over 2002–2008 in units of W m−2. 2430 

 2431 
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 2432 

Fig. 14 Spatial distributions of (a–c) radiative net heat fluxes, (d–f) sensible heat fluxes, 2433 

and (g–i) latent heat fluxes at the surface for JRA-3Q (a, d, g), their differences from 2434 

CERES-EBAF or OAFLUX (b, e, h), and differences of JRA-55 from CERES-EBAF or 2435 

OAFLUX (c, f, i) averaged over 2002–2008 in units of W m−2. 2436 

 2437 



   

 

 137 

 2438 

Fig. 15 Global TC detection rates in JRA-3Q and JRA-55.  2439 

 2440 

Fig. 16 Global mean of the maximum 10-m wind speed around detected TC centers. The 2441 

best track data used in the calculation are the same as the data used for the rate of 2442 

detection. 2443 
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 2444 

Fig. 17 Twelve-month running mean surface temperature anomalies of JRA-3Q, JRA-55, 2445 

ERA5, HadCRUT5 analysis, NOAAGlobalTemp, GISTEMP, and Berkeley Earth 2446 

averaged over the globe. The global mean surface air temperatures for JRA-55 and 2447 

JRA-3Q were calculated using analysis fields over land and background fields over the 2448 

ocean. Anomalies for each dataset are defined relative to their own climatological means 2449 

during 1991–2020. 2450 
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 2451 

Fig. 18 Twelve-month running mean temperature anomalies for the (a) lower stratosphere, 2452 

(b) upper troposphere, (c) middle troposphere, and (d) lower troposphere averaged over 2453 

the globe. Time series from RSS v4.0, UAH v6.0, and NOAA v4.1 represent 2454 

measurements by the MSU channel 4, 3, and 2, and extrapolated values from the MSU 2455 

measurements to the lower troposphere, whereas those from JRA-3Q, JRA-55, and 2456 

HadAT2 are MSU equivalent brightness temperatures. Anomalies for each dataset are 2457 

defined relative to their own climatological means during 1995–2005. 2458 
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 2459 

Fig. 19 Twelve-month running mean temperature anomalies for the (a) top, (b) upper, and 2460 

(c) middle stratosphere averaged over the globe. Time series from NOAA v3.0 and 2461 

NCAR represent measurements by the SSU channel 3, 2, and 1, whereas those from 2462 

JRA-3Q and JRA-55 are SSU equivalent brightness temperatures. Anomalies for each 2463 

dataset are defined relative to their own climatological means during 1995–2005. 2464 
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 2465 

Fig. 20 Zonal-mean differences of specific humidity between JRA-3Q and three other 2466 

reanalysis products, averaged over 1981–2015. 2467 

 2468 

Fig. 21 Vertical profiles of equatorial mean (5S–5N) specific humidity bias of JRA-3Q and 2469 

JRA-55 against GNSS−RO averaged over 2007–2018. 2470 
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 2471 

 2472 

Fig. 22 Twelve-month running means of specific humidity for 11 reanalysis products 2473 

averaged over the equatorial region (5S–5N) at pressure levels of (a) 600 hPa and (b) 2474 

925 hPa. 2475 
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 2476 

Fig. 23 Time-height cross sections of tropospheric specific humidity increments averaged 2477 

over the equatorial region (5S–5N) in (a) JRA-3Q and (b) JRA-55. 2478 

 2479 

Fig. 24 Time-height cross sections of stratospheric specific humidity averaged over the 2480 

equatorial region (5S–5N) in (a) JRA-3Q and (b) JRA-55. 2481 



   

 

 144 

 2482 

 2483 

 2484 

Fig. 25 Time series of 12-month running means of (a) tropical (22S-22N) precipitation for 2485 

11 reanalysis products and 2 observational datasets, and (b) spatial anomaly 2486 

correlations against GPCP. Anomalies for each dataset are defined relative to their own 2487 

climatological monthly means during 1991–2010 (except for the 1991–2002 mean for 2488 

ERA-40 and the 1997–2010 mean for TRMM). 2489 
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 2490 

Fig. 26 Decadal mean precipitation bias against GPCP. (a)–(d) and (e)–(h) denote the 2491 

precipitation bias in JRA-3Q and JRA-55, respectively. 2492 
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 2493 

Fig. 27 Zonally averaged decadal mean precipitation bias of (a) JRA-3Q and (b) JRA-55 2494 

against GPCP, and (c) bias differences between the 2000s and 1990s. 2495 
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 2496 

Fig. 28 Coverages of surface pressure (a, b, c) and upper-level observations (d, e, f) used 2497 

in JRA-3Q, for (a, d) 1947-09-14 06UTC, (b, e) 1959-09-14 12UTC, and (c, f) 2020-09-2498 

14 12UTC are shown. The number at the lower left corner in each panel indicates the 2499 

number of stations used in JRA-3Q. 2500 
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 2501 

Fig. 29 Time series of monthly global mean and RMS of background departure for surface 2502 

pressure from land stations. 2503 

 2504 

Fig. 30 Names of geographical locations around Japan.2505 



   

 

 149 

 2506 

Fig. 31 Analysis field of mean sea level pressure (hPa) from (a) JRA-3Q, (b) 20CRv3, and 2507 

(c) CERA-20C at 06 UTC on 14 September, 1947 and (d) the weather map analyzed at 2508 

that time (the JMA weather chart). 2509 
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 2510 

Fig. 32 Time series of three-hour accumulated precipitation at Tokyo (35°42'N, 139°45'E), 2511 

Hamamatsu (34°45'N, 137°43'E), Maebashi (36°24'N, 139°04 E), and Sendai (38°16'N, 2512 

140°54'E) from 00 UTC on 13 September 1947 to 00UTC on 17 September 1947. 2513 

 2514 
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 2515 

Fig. 33 Same as Fig. 31, but at 00 UTC on 26 September, 1954. 2516 



   

 

 152 

 2517 

Fig. 34 Time series of 10 m wind speed (m s-1) at Kumamoto (32°49’N, 130°42’E), 2518 

Hiroshima (34°24’N, 132°28’E), Tsuruga (35°39’N, 136°04’E), and Hakodate (41°49’N, 2519 

140°45’E) from 00 UTC on 24 September 1954 to 06UTC on 27 September 1954. 2520 

 2521 

 2522 
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 2523 

Fig. 35 Annual mean horizontal SST gradients (shaded, in units of °C (100km) -1 ) and 2524 

SSTs (contoured every 2°C) from (a, g) JRA-3Q, (b, h) JRA-3Q-COBE, and (c, i) JRA-2525 

3Q minus JRA-3Q-COBE, and annual mean total precipitation (shaded, in units of mm 2526 

day-1)  and SSTs (contoured every 2°C) from (d, j) JRA-3Q, (e, k) JRA-3Q-COBE, and 2527 

(f, l) JRA-3Q minus JRA-3Q-COBE over the (a–f) western North Pacific and (g–l) 2528 

western North Atlantic domains, averaged over 1986–1990. 2529 

 2530 

 2531 

 2532 
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 2533 

 2534 

Fig. 36 Annual mean latent heat fluxes (shaded, in units of W m−2) and SSTs (contoured 2535 

every 2°C) from (a) JRA-3Q, (b) JRA-3Q-COBE, and (c) JRA-3Q minus JRA-3Q-COBE 2536 

over northern North America, averaged over 1986–1990. 2537 

  2538 
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Table 9 Same as Table 8, but at the Earth’s surface.Values in the last line are total (net) 2558 

energy fluxes averaged over the global ocean. 2559 

Table B1 Observational data sources for JRA-3Q. Observations shown in plain cells were 2560 

added, recalibrated, or reprocessed after JRA-55, whereas those in shaded cells are the 2561 

same as the ones used in JRA-55. 2562 
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Table 1 Data assimilation systems used for JRA-55 and JRA-3Q.  2564 

 JRA-55 JRA-3Q 

Analysis period From 1958 onward From September 1947 onward 

Base system The JMA operational system as 

of December 2009 (JMA 2007, 

2013) 

The JMA operational system as of 

December 2018 (JMA 2019) 

Horizontal 

resolution 

TL319 (~55km) TL479 (~40km) 

Vertical levels Surface and 60 levels up to 

0.1hPa (Iwamura and Kitagawa 

2008, Nakagawa 2009) 

Surface and 100 levels up to 

0.01hPa (Kawai et al. 2013) 

Analysis scheme 4D-Var with the T106 inner 

resolution 

4D-Var with the TL319 resolution 

(Kadowaki and Yoshimoto 2012) 

Radiosonde 

temperature bias 

correction 

Until 2006: RAOBCORE V1.4 

(Haimberger et al. 2008) 

From 2007 onward:  

RAOBCORE V1.5 (Haimberger 

et al. 2012) 

・ based on comparison with 

RISE (RICH with solar elevation 

dependence) v1.7.2 (Haimberger 

et al. 2012) 

・ based on comparison with 

surrounding stations 

・ seasonal dependent (from 
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ERA 1979 onward) 

Radiative transfer 

model for satellite 

radiances 

RTTOV-9.3 (Saunders 2008) RTTOV-10.2 (Saunders et al. 

2012) 

・ Improved accuracy 

・ Inclusion of GHGs variations 

Land surface 

analysis 

Offline SiB Cycle of land surface forecast 

from the model 

SST and sea ice COBE-SST (1-degree) (Ishii et 

al. 2005) 

Until May 1985: COBE-SST2 (1-

degree) (Hirahara et al. 2014) 

From June 1985 onward:  

MGDSST (0.25-degree) (Kurihara 

et al. 2006) 

Ozone Until 1978: Climatology 

From 1979 onward: MRI-CCM1 

(T42L68) (Shibata et al. 2005) 

MRI-CCM2.1 (TL159L64) (Deushi 

and Shibata 2011) 

・ Produced with the new model 

for the whole period 

 2565 

 2566 

 2567 

 2568 

 2569 

 2570 

 2571 
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 2572 

Table 2 Forecast models used for JRA-55 and JRA-3Q. 2573 

 

JRA-55 

JMA’s GSM as of 

December 2009 (JMA 

2007,2013) 

JRA-3Q 

JMA’s GSM as of December 2018 

(JMA 2019) 

Impact 

Longwave 

radiation 

Broad-band emissivity 

method with the diffusivity 

approximation 

Pre-computed 

transmittance tables (for 

important absorption bands 

in the stratosphere) 

Two-stream absorption approximation 

Correlated k-distribution method (for 

important absorption bands in the 

stratosphere) 

 Improved 

stratospheric 

temperature profile 

Cloud 

radiation 
Random overlap (shortwave) 

Maximum-random overlap (shortwave) 

Revision of optical properties of cloud 

water droplets 

Introduction of cloud diagnostics for 

cumulus updraft regions 

 Improved radiation 

budget 

Aerosols Land and sea types 
Sulfate, black carbon, organic carbon, 

sea salt and mineral dust 

 Improved radiation 

budget 

Cumulus 

convection 

Prognostic Arakawa-

Schubert scheme 

Prognostic Arakawa-Schubert scheme 

 Introduction of precipitation 

conversion rate in the updraft 

 Improved convective updraft model 

below cloud base 

 Improvement of melting and 

evaporating processes 

 Improved heating 

profile 

 Improved 

precipitation 

distribution 

Cloud 

Smith scheme 

Stratocumulus: 

Kawai and Inoue (2006) 

Smith scheme： improvement of cloud 

water amount computation 

Stratocumulus: addition of a new 

relative humidity threshold for 

occurrence 

Improved cloud ice sedimentation 

scheme 

 Reduced dry bias in 

the mid troposphere 

 Suppressed excessive 

stratocumuli 

 Improved radiation 

budget 

Surface 

boundary 

layer 

Monin-Obukhov similarity 

theory 

 Noniterative 

Monin-Obukhov similarity theory 

 Dimensionless gradient functions 

(Beljaars and Holtslag 1991) 

 Reduced excessive 

sensible and latent 

heat fluxes 
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parameterization (Louis 

1979) 

Non-

orographic 

gravity 

wave drag 

Rayleigh friction (above 50 

hPa) 
Scinocca (2003) 

 Improved 

representation of 

QBO 

Land 

surface 

SiB (Sellers et al. 1986; Sato 

et al. 1989a, 1989b) 

 T: 1 (layer), moisture: 3 

 Snow: 1 

Improved SiB 

 T and moisture: 7 

 Snow: 4 (maximum) 

 Improved 

representation of 

surface temperature 

diurnal cycle 

Sea ice 

Single-layer model 

representing complete open 

water or sea ice only 

Four-layer model allowing partial sea 

ice 

 Reduce cold bias in 

the polar regions 

 2574 

Table 3 Data sources for long-lived greenhouse gases. 2575 

Molecule Period Source 

CO2 -1983 

1984-2016 

2017- 

CMIP6 Historical (Meinshausen et al. 2017) 

WDCGG (WMO 2018) 

CMIP6 SSP2-4.5 (O’Neill et al. 2016) 

CH4 -1983 

1984-2016 

2017- 

CMIP6 Historical (Meinshausen et al. 2017) 

WDCGG (WMO 2018) 

CMIP6 SSP2-4.5 (O’Neill et al. 2016) 

N2O -1979 

1980-2016 

2017- 

CMIP6 Historical (Meinshausen et al. 2017) 

WDCGG (WMO 2018) 

CMIP6 SSP2-4.5 (O’Neill et al. 2016) 

CFC-11, 

CFC-12, 

HCFC-22 

-1954 

1955- 

CMIP6 Historical (Meinshausen et al. 2017) 

A1 scenario: 2014 (WMO 2014) 

 2576 

Table 4 Data counts and QC statistics for conventional data in JRA-55 and JRA-3Q for the 2577 

year 2017. 2578 

Obs type Parameter Level 

Ingested obs Rejected obs(%) Used obs(%) 

JRA-55 JRA-3Q JRA-55 JRA-3Q JRA-55 JRA-3Q 
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 2579 

Table 5 Microwave temperature sounding channels used in JRA-3Q. Channels shown in 2580 

plain cells were added in JRA-3Q, whereas those in shaded cells are the same as the 2581 

ones used in JRA-55. 2582 

 MSU AMSU-A ATMS 

Clear sky ocean 2–4 4–14 6–9 

Cloudy ocean 3–4 7–14 8–9 

Rainy ocean 3–4 9–14  

Land 

stations 

P surface 27633329 27646844 1.30087 1.10344 24.2299 21.054 

Airport 

observations 

P (QNH) surface 0 60853072 n/a 0.796814 n/a 2.6379 

 Commercial 

or research 

vessels 

P surface 1952550 1952544 4.06356 4.01891 19.5542 18.764 

 Buoys P surface 11215450 11198358 1.00004 0.873985 11.6376 11.4156 

Upper-level T to 100hPa 7614262 7643602 4.11563 3.53773 37.2148 37.2515 

Upper-level T 

100 to 

1000hPa 

15117018 15180530 2.91194 2.67066 33.4499 33.4879 

Upper-level u to 100hPa 9976481 10006671 1.09327 1.03071 27.1379 27.112 

Upper-level u 

100 to 

1000hPa 

13532896 13585534 1.70262 1.43679 35.3985 35.5194 

Upper-level Rh 

100 to 

1000hPa 

14567834 14630915 0.811624 0.867465 23.3093 23.3497 

Aircraft u 

100 to 

1000hPa 

107904282 107904513 1.03543 0.853955 10.176 10.1617 

Profiler 

(Japan) 

u 

100 to 

1000hPa 

21558003 21608191 7.50359 7.0326 0.766736 0.770985 

Profiler 

(Europe) 

u 

100 to 

1000hPa 

9280095 9280326 1.20878 1.08609 0.92068 0.921433 
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Clear sky 

land/coast/sea-ice 

4 6–14 7–9 

Rainy or cloudy 

land/coast/sea-ice 

4 9–14  

 2583 

Table 6 Microwave humidity sounding channels used in JRA-3Q. Channels shown in plain 2584 

cells were added in JRA-3Q, whereas those in shaded cells are the same as the ones 2585 

used in JRA-55. 2586 

 

SSM/T-2 

AMSU-

B/MHS 

SSMIS ATMS SAPHIR GMI 

Clear sky ocean 3–5 3–5 9–11 18–22 1–6 12–13 

Cloudy ocean 3–4 3–5     

Clear sky 

land/coast/sea-ice 

 3-5  18–22   

 2587 

Table 7 Tropical cyclone information used in JRA-3Q. 2588 

Area Period covered Data providing agencies 

Western North Pacific 

(100° E – 180° E, 0° N – 90° N) 

1947 – 1950 

1951 – 2012 

Dec 2012 – Apr 2013 

NCDC 

JMA 

TCAC Tokyo 
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May 2013 – 2021 

2022 – 

JMA 

TCAC Tokyo 

Arabian Sea and Bay of Bengal 

(10° E – 100° E, 0° N – 90° N) 

 

1947 – 1976 

1977 – 2012 

Dec 2012 – Apr 2013 

May 2013 – 2021 

2022 – 

UCAR 

JTWC 

TCAC New Delhi 

JTWC 

TCAC New Delhi 

Central North Pacific 

(180° W – 140° W, 0° N – 90° N) 

 

1947 – 1949 

1950 – 2012 

Dec 2012 – Apr 2013 

May 2013 – 2021 

2022 – 

(Not available) 

NHC/NOAA 

TCAC Honolulu 

NHC/NOAA 

TCAC Honolulu 

North Atlantic, Caribbean Sea and 

Gulf of Mexico plus eastern North 

Pacific 

(140° W – 10° E, 0° N – 90° N) 

1947 – 2012 

Dec 2012 – Apr 2013 

May 2013 – 2021 

2022 – 

NHC/NOAA 

TCAC Miami 

NHC/NOAA 

TCAC Miami 

South-west Indian Ocean 

(0° E – 90° E, 90° S – 0° S) 

 

1947 – 1980 

1981 – 2012 

Dec 2012 – Apr 2013 

UCAR 

JTWC 

TCAC La Réunion 
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2013 – 2021 

2022 – 

Météo-France 

TCAC La Réunion 

Seas surrounding Australia, 

Indonesia and Papua New Guinea 

and the eastern Indian Ocean 

(90° E – 160° E, 90° S – 0° S) 

 

1947 – 1980 

1981 – 2012 

Dec 2012 – Apr 2013 

May 2013 – 2021 

2022 – 

UCAR 

JTWC 

Australian Bureau of Meteorology 

JTWC 

TCWC-Melbourne 

Central and western tropical Pacific 

(160° E – 120° W, 25° S – 0° S) 

 

1947 – 1980 

1981 – 2012 

Dec 2012 – Apr 2013 

May 2013 – 2021 

2022 – 

UCAR 

JTWC 

TCAC Nadi 

JTWC 

TCAC Nadi 

Central and western South Pacific 

(160° E – 120° W, 90° S – 25° S) 

1947 – 1980 

1981 – 2012 

Dec 2012 – Apr 2013 

May 2013 – 2021 

2022 – 

UCAR 

JTWC 

TCAC Nadi 

Meteorological Service of New Zealand 

TCAC Nadi 

 2589 

Table 8 Global means of the annual means of energy budgets at the TOA (W m–2). Values 2590 

from reanalyses (JRA-25, JRA-55, JRA-3Q, and ERA5) and CERES-EBAF are 2591 
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calculated from monthly averaged products for the period 2002–2008. Values for W19 2592 

are from Forster et al. (2021) and Wild et al. (2015, 2019) and represent present-day 2593 

climate conditions at the beginning of the 21st century with their uncertainty ranges in 2594 

parentheses. 2595 

TOA W19 JRA-25 JRA-55 JRA-3Q ERA5 CERES-EBAF 

Incoming solar radiation 340(340,341) 341 341 341 340 340 

Reflected solar radiation 100(96,100) 95 100 97 98 99 

Net absorbed solar radiation  246 241 244 243 241 

Outgoing thermal radiation 239(236,242) 255 251 250 242 240 

Net radiation (down)(RT) 0.7(0.5,0.9) -7.9 -10.0 -5.5 0.7 0.8 

 2596 

Table 9 Same as Table 8, but at the Earth’s surface. Values in the last line are total (net) 2597 

energy fluxes averaged over the global ocean. 2598 

The Earth’s surface W19 JRA-25 JRA-55 JRA-3Q ERA5 CERES-

EBAF 

downward Solar radiation 185(179,189) 197 189 190 188 187 

Upward Solar radiation 25(22,26) 25 26 23 24 23 

Net Solar radiation (down) 160(154,166) 172 164 166 164 164 

Solar absorbed atmosphere 80(74,91) 75 77 78 79 77 

Downward Thermal radiation 342(338,348) 327 338 340 340 345 

Upward Thermal radiation 398(394,400) 399 400 400 398 399 

Net Thermal radiation (up)  72 62 60 58 53 

Sensible heat flux 21(15,25) 20 20 21 17  

Latent heat flux 82(70,85) 91 93 89 85  

Net energy flux (down)(Fs) 0.6(0.2,1.0) -11.6 -11.2 -4.4 4.1  

Atmosphere net (Total energy Input=RT-Fs)  3.7 1.2 -1.1 -3.3  

Net energy flux over ocean (down) 0.8(0.4,1.2) -17.0 -15.9 -6.5 5.5  

 2599 
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Table B1 Observational data sources for JRA-3Q. Observations shown in plain cells were 2600 

added, recalibrated, or reprocessed after JRA-55, whereas those in shaded cells are the 2601 

same as the ones used in JRA-55. 2602 

Data supplier Data type and suppliers’ 

identifiers 

Period Reference 

Conventional data 

NOAA/NCEI 
ICOADS R3.0 Sep 1947 – Dec 1957 Freeman et al. (2017) 

IGRA V2 Sep 1947 – Dec 1957 doi:10.7289/V5X63K0Q 

NOAA/CIRES ISPD V4 Sep 1947 – Dec 1957 doi:10.5065/9EYR-TY90 

The Met Office Hadley 

Centre 
HadISD v3.1.0.201911p Sep 1947 – Dec 1957 Dunn (2019) 

NCAR 

CHUAN V1.7 (stations in Japan 

only) 
Sep 1947 – Dec 1957 doi:10.5065/AHPM-FC10 

Snow depths from USA Nov 1957 – Aug 2011 doi:10.5065/B6MM-RS76 

ECMWF  Jan 1958 – Aug 2002 Uppala et al. (2005) 

JMA 

 Jan 1961 –   

Radiosondes from Japan Sep 1947 – Oct 1947 

Digitized from monthly 

reports (Central 

Meteorological 

Observatory 1948) 

Dropsondes around Typhoon 

Vera (1959) 
21 – 26 Sep 1959 Digitized from JMA (1961) 

GAME and SCSMEX Apr 1998 – Oct 1998 
Lau et al. (2000), 

Yasunari (2001) 

M. Ishii at MRI 

Near-surface observations 

(Wakkanai, Sapporo, Hakodate, 

Niigata, Tokyo, Kobe, 

Shionomisaki, Fukuoka, and 

Kaboshima in Japan) 

Sep 1947 – Dec 1957 
Digitized from original 

observation registers 

H. Kamahori at MRI 
Radiosondes from Tateno in 

Japan 
Sep 1947 – Dec 1949 

JSPS KAKENHI(S) 

26220202 

Digitized from original 

observation registers 

M. Yamanaka Radiosondes from Indonesia Nov 1991 – May 1999 Okamoto et al. (2003) 

RIHMI Snow depths from Russia Jan 1950 – Dec 2008 
http://meteo.ru/english/

climate/snow.php 

Monthly Surface 

Meteorological Data in 

China 

Snow depths from China Jan 1971 – Dec 2006 
Digitized from printed 

matters 

IMH Snow depths from Mongolia Jan 1975 – Dec 2007  

Tropical cyclone information 

NOAA/NCEI 
IBTrACS v03r05 Sep 1947 – Dec 2012 

Knapp et al. (2010) 
IBTrACS v04 May 2013 – Dec 2021 

JMA 

Best tracks in the western 

North Pacific 

Feb 1951 – Dec 2012 

May 2013 – Dec 2021 

https://www.jma.go.jp/jm

a/jma-eng/jma-

center/rsmc-hp-pub-

eg/trackarchives.html 

Tropical cyclone information in 

the western North Pacific 

Dec 2012 – Apr 2013 

Jan 2022 –  
 

Tropical cyclone advisories from 

TCACs (Honolulu, La Réunion, 

Dec 2012 – Apr 2013 

Jan 2022 –  

https://community.wmo.i

nt/en/activity-
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Miami, Nadi, New Delhi) and 

TCWC (Melbourne) 

areas/aviation/hazards/tr

opical-cyclones 

https://community.wmo.i

nt/en/tropical-cyclone-

regional-bodies 

Zenith total delays from the ground-based GNSS 

Y. Shoji at MRI 
Reprocessed zenith total delays 

from the ground-based GNSS 
Jan 1995 – Aug 2014  

JMA  Sep 2014 –   

Satellite radiances 

ECMWF 

VTPR Jan 1973 – Feb 1979 

Uppala et al. (2005) HIRS and SSU Nov 1978 – Dec 2001 

AMSU-A Aug 1998 – May 2003 

NOAA/NCDC SSM/I Jun 1987 – Dec 2004  

NOAA/NCEI MSU CDR V1.0 Nov 1978 – Dec 2006 doi:10.7289/V51Z429F 

NOAA/CLASS 

AMSU-A Aug 1998 – Dec 2012 

https://www.avl.class.noa

a.gov/saa/products/searc

h?datatype_family=TOVS 

SSM/I Jul 1987 – Dec 2012 

https://www.avl.class.noa

a.gov/saa/products/searc

h?datatype_family=DMSP 

JMA 

AIRS Jul 2008 – Dec 2020  

IASI Jul 2008 –   

CrIS May 2015 –   

SSM/I Mar 2006 – Apr 2021  

SSMIS Jun 2012 –   

AMSR2 Sep 2016 –   

GMI May 2017 –   

MWRI Nov 2016 – Aug 2019  

WindSat Sep 2020 – Oct 2020  

AMSU-A and MHS Jun 2003 –   

ATMS Nov 2016 –   

SAPHIR Jul 2014 – Jan 2022  

CSR Jun 2005 –   

JMA/MSC 
Reprocessed CSRs from GMS-

5, GOES 9, MTSAT-1R 
Jul 1995 – Dec 2009  

JAXA 

Recalibrated TMI V05A 

(corresponded to V8) 
Feb 1998 – Apr 2015 

https://www.eorc.jaxa.jp/

GPM/en/archives_v6.html 

Recalibrated AMSR-E 

V4.400.400 
Jun 2002 – Oct 2011 

https://www.eorc.jaxa.jp/

AMSR/datacatalog/tb/ind

ex_en.html 

Recalibrated AMSR2 

V2.220.220 
Jul 2012 – Aug 2016 

https://www.eorc.jaxa.jp/

AMSR/datacatalog/tb/ind

ex_en.html 

Recalibrated GMI V05A Mar 2014 – May 2017 
https://www.eorc.jaxa.jp/

GPM/en/archives_v6.html 

EUMETSAT 

SSM/T-2, AMSU-B, MHS 

FCDR v4.1 
Jul 1994 – Dec 2017 Hans et al. (2019) 

Reprocessed Meteosat-7 CSR May 2000 – Dec 2000 

https://navigator.eumetsa

t.int/product/EO:EUM:D

AT:MFG:CSR1 

Meteosat CSR Jan 2001 – Aug 2009 

https://navigator.eumetsa

t.int/product/EO:EUM:D

AT:MFG:CSR-IODC 

https://navigator.eumetsa

t.int/product/EO:EUM:D

AT:MSG:CSR 
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EUMETSAT CM SAF SSM/I,SSMIS FCDR E3 Jul 1987 – Dec 2015 
doi:10.5676/EUM_SAF_C

M/FCDR_MWI/V003 

AMV 

ECMWF Meteosat, GMS, GOES Jan 1979 – Jan 1996 Uppala et al. (2005) 

JMA 
Meteosat, GOES, Himawari Jan 2001 –   

AVHRR, MODIS Jun 2004 –   

JMA/MSC 

Reprocessed GMS Jan 1979 – Nov 1979  

Reprocessed GMS-3 to -4 Mar 1987 – Jun 1995  

Reprocessed GMS-5, GOES 9, 

MTSAT 
Jun 1995 – Jul 2015 Abe et al. (2018) 

EUMETSAT 
Reprocessed Meteosat-2 to -7 May 1982 – Dec 2000 van de Berg et al. (2002) 

Meteosat-5 to -7 Jan 2001 – Feb 2001  

CIMSS Reprocessed GOES Jan 1995 – Jul 2015 Wanzong et al. (2014) 

Scatterometer ocean surface winds 

EUMETSAT OSI SAF 

ERS/AMI CDR Mar 1992 – Jan 2001 
doi:10.15770/EUM_SAF_

OSI_0009 

QuikSCAT/SeaWinds CDR Jul 1997 – Nov 2009 
doi:10.15770/EUM_SAF_

OSI_0002 

Metop-A/ASCAT CDR Jan 2007 – Mar 2014 
doi:10.15770/EUM_SAF_

OSI_0006 

JMA Metop/ASCAT Apr 2014 –   

GNSS-RO bending angles 

EUMETSAT ROM SAF 

CHAMP CDR v1.0 Sep 2001 – Sep 2008 
doi:10.15770/EUM_SAF_

GRM_0004 

COSMIC CDR v1.0 Apr 2006 – Dec 2016 
doi:10.15770/EUM_SAF_

GRM_0003 

Metop CDR v1.0 Oct 2006 – Dec 2016 
doi:10.15770/EUM_SAF_

GRM_0002 

Metop ICDR Jan 2017 – Jul 2019 
doi:10.15770/EUM_SAF_

GRM_0006 

GRACE CDR v1.0 Feb 2007 – Dec 2016 
doi:10.15770/EUM_SAF_

GRM_0005 

JMA 
COSMIC,Metop,GRACE, 

TerraSAR-X,TanDEM-X 
Jan 2017 –   

 2603 


